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Recent experimental and theoretical progress as well as the prospect of commercially viable quantum
technologies have inspired great interest in the study of open quantum systems and their dynamics. Many open
quantum systems are well described by an effective non-Hermitian Hamiltonian generating a time evolution that
allows eigenstates to decay and dissipate to the environment. In this framework, quantum coherent scaling is
traditionally tied to the appearance of dark states, where the effect of dissipation becomes negligible. Here, we
discuss the universal dynamical scaling after a sudden quench of the non-Hermitian O(N) model Hamiltonian.
While universality is generally spoiled by non-Hermiticity, we find that for a given set of internal parameters
short-time scaling behavior is restored with an initial slip exponent profoundly different from that of closed
quantum systems. This result is tied to the compensation of dissipation by interaction effects at short times
leading to a prethermal dark state, where coherent many-body dynamics can be still observed.
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I. INTRODUCTION

The continuous advancement in the realization and study of
quantum systems has recently stimulated an enormous interest
in the development of quantum technologies, which exploit
entanglement and coherence properties to reach a quantum
advantage over analogous classical devices [1-4]. In order
to achieve such goals, it is often necessary to realize large-
scale tunable systems, whose parameters can be modified by
suitable manipulation of the external environment and which
retain quantum coherence also at the many-body level. There-
fore, the number of experimental applications in the field of
driven-dissipative many-body systems is steadily increasing
[5-12].

Given the many-body nature of these realizations, sev-
eral questions have arisen regarding collective phenomena
and (dynamical) critical behavior in open systems [9,13—
19]. While the presence of dissipation typically reduces this
bulk critical behavior to the classical equilibrium universal-
ity [9,18,19], genuine out-of-equilibrium quantum scalings
can be observed for systems trapped into dark states [20].
Universal dynamics is also attained by a many-body system
during its approach to thermal equilibrium in the vicinity of
a dynamical critical point. There, the dynamics often enters
a prethermal quasistationary state before finally approaching
the thermal state [21]. During the prethermal stage the system
exhibits universal scaling laws [22-27] which are reminiscent
of aging in classical dissipative systems [28,29].

In the case of driven-dissipative systems, prethermal uni-
versality appears in analogy with the case of closed quantum
systems [25], but with peculiar scaling exponents that have
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no counterpart in the isolated case, as shown in the following.
To our knowledge such pre-thermal scaling manifests itself
only for specific values of the internal system parameters,
where dynamical quantum correlations compensate the effect
of dissipation, at least at short times, leading to an effective
prethermal dark state.

Here, this phenomenon is analyzed in the prototypical
example of dissipative O(N) field theories. These are de-
scribed in terms of non-Hermitian Hamiltonians, in analogy
with other cases where a finite coupling to the environment
yields effective non-Hermitian Hamiltonians [30-36]. Re-
markably, some non-Hermitian Hamiltonians can still possess
a real-energy spectrum, namely, when the Hamiltonian and
its eigenvectors are symmetric under parity and time reversal,
also known as P7T symmetry [37-39]. Often these systems
possess a so-called exceptional point where the energy spec-
trum switches over from real to complex eigenvalues. This
is often referred to as spontaneous P7 -symmetry breaking.
Various PT-symmetric systems have been studied [40-49]
and experimentally realized in recent years [50-59].

More recently, theoretical studies have pushed the applica-
tion of non-Hermitian Hamiltonians beyond the framework of
few-body systems, leading to pioneering studies on quantum
criticality in non-Hermitian many-body systems [36,60,61].
Interestingly, in most of these studies the breaking of Her-
mitian dynamics is not related to the explicit presence of
the environment, but rather to performing repeated projective
measurements, whose relation to dark states recently raised a
widespread interest [36,62,63]. Yet, the possibility to achieve
universal scaling regimes out of equilibrium has not been
investigated so far and several questions regarding dynamical
criticality of non-Hermitian systems remain open.

As was shown in Refs. [45,46], PT -symmetric Hamiltoni-
ans are more naturally studied in an explicitly time-dependent
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setting. In this work we show that the contribution of non-
Hermitian dynamics to prethermal universal scaling leads to
a rich phenomenology, which has not been observed before.
The possibility to observe prethermal dark states and their
corresponding universal scaling in O(N) vector models under-
lines the universal nature of our findings: indeed, O(N) field
theories are well suited to describe many different physical
systems in particle physics and cosmology as well as in con-
densed matter [64], and prethermal scaling has been discussed
for the universality class of the Ising (N = 1) and Heisenberg
(N = 3) models [65]. In the limit N — oo the O(N) model
becomes effectively quadratic [66], while still retaining im-
portant qualitative features of the equilibrium phase diagram
for finite N [24,67-71]. Large-N approaches have been shown
to coherently describe dynamical phase transitions [69,72]
and dynamical scaling [25-27] in general critical systems.

II. MODEL AND DYSON MAP
The Hamiltonian for our model consists of three parts,
HO, {r1, r2}, {ur, wo}) = Hy + Hy + Hip (L), (1)
where

Uj

- l 2 l 2 lio 2\2
H; _/X|:2Hi + 2(V¢;) + 2¢i + 4!N(¢i) ] 2

is the wusual O(N) model Hamiltonian for two N-
component scalar fields ¢, = (¢11, 12, @) and @, =
(P, #3, ..., #Y) with II; their respective conjugate momenta
obeying [¢{(X,1), Hi’-(y, 1)] = i8(x —y)8;;0ap. The symbol
fx = [ d? indicates integration over space. The parameters
r; control the bare mass of the system while the u; control the
strength of the quartic self-interactions. The final term

Hp (L) =i / (@) - &] 3
X

is an imaginary coupling between the two fields controlled

by the real parameter A. The total Hamiltonian H is invari-

ant under the antilinear transformation P7 : ¢, — ¢, ¢, —

—¢2, H1 — —Hl, H2 g Hz, i — —I.

A suitable microscopic model that realizes the Hamiltonian
in Eq. (1) can be achieved using continuously monitored ul-
tracold atoms as in Ref. [73]. There, excitations of the ground
state to a short-lived excited state with near-resonant light
create an effective imaginary mass. We propose a setup using
atoms with multiple ground and excited states with appropri-
ate transitions between them. Preliminary calculations show
that the effective Hamiltonian describing this system has the
same form of our Eq. (1), where the fields now describe the
continuously monitored ground-state atoms. The virtual ex-
citation and deexcitation of ground-state atoms together with
the fast decay of excited-state atoms realizes the imaginary
coupling in Eq. (3).

The system still exhibits a phase transition since Hi,
preserves the O(N) symmetry and spontaneous symmetry
breaking can occur [74]. We note that this model bears some
similarities to the one proposed in Ref. [75], but instead of
an O(N) field coupled to a bath of harmonic oscillators we
have an O(N) field with an imaginary coupling to another
O(N) field. Below we show that in our case, after taking the

N — oo limit, the second field effectively decouples from the
first one and one is left with an effective theory for a single
scalar field with an additional time dependence in the mass
coefficient arising from the non-Hermitian H;, term. For the
quench, the system is prepared in the disordered (paramag-
netic) ground state of the noninteracting initial Hamiltonian
H(O, {23, 23,1}, {0,0}). At # = 0 interactions as well as the
imaginary coupling are turned on and the system evolves
under the Hamiltonian H(A, {ric, 12}, {11, uz}). It was shown
previously that the standard O(N) model can undergo a dy-
namical phase transition (DPT) at a critical value r = r, [25],
and following a similar analysis the same phenomenon is
found to occur also in the non-Hermitian case (see Appendix).

The symmetry of the initial state implies that the ex-
pectation value of the two-point function (¢>f’¢j?) does not
develop mixed terms between different field components, i.e.,
(¢f¢f) = 8ap(@j'¢}) for a single field component ¢'. From
now on we will drop the component indices and treat ¢; as an
arbitrary field component. The model in Eq. (2) is interacting
and cannot be solved exactly. We then employ a conventional
approximate solution where the quartic interaction is assumed
to decouple into a self-consistent quadratic term, i.e.,

(82)° = 2N + 2)((@))92 — N(N + 2)((¢ )22 (4)

We have (¢;) = 0 consistent with the system being in the
symmetric phase, and the prefactors follow from Wick’s the-
orem [76].

The decoupling in Eq. (4) coincides with the Hartree-Fock
approximation of an interacting O(N) field theory and can be
rigorously justified in the N — oo limit [77]. This leads to
the following effective Hamiltonian for each field component
separately,

1
Ha@) = [{= ) [ + (V) + rieni®)d; | + irgp1ba
2

i=1.2
(5)

with r; () fulfilling the self-consistency equation
u;
rien() =i + (g7 1), (6)

Equations (5) and (6) exactly describe the dynamics of the
interacting model in Eq. (2) at large N [77], so we are going to
mostly refer to this limit in the following. However, our quali-
tative picture, including the existence of a form of prethermal
universality, is expected to hold also at finite N. The effect of
the quench dynamics on the effective potential is illustrated in
Fig. 1.

Following Refs. [45,46] we reduce the non-Hermitian
Hamiltonian (5) to a Hermitian one via the Dyson map n(¢), a
time-dependent linear operator that maps energy eigenstates
from the non-Hermitian system to eigenstates of a suitable
Hermitian system. Expectation values are then evaluated with
regard to a time-dependent metric which also preserves the
norm of states. In the case of the effective Hamiltonian in
Eq. (5) one can follow a procedure analogous to the one
developed in Ref. [46] to derive the Dyson map n(¢) and ob-
tain the Hermitian Hamiltonian 7 (1) = n()Her ()0~ (1) +
i[9, nn~ () describing the dynamics of our system (see
the Appendix). This Dyson map can then be expressed in
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FIG. 1. Our model for a non-Hermitian system consists of two
O(N) fields which are initially prepared in the ground state of the
free, noninteracting Hamiltonian with potential Vj(¢;) = QZ.¢?/2.
At t =0 we switch on quartic self-interactions u;, u,, as well as
the non-Hermitian coupling i1 between the fields. The interactions
lead to an effective quadratic potential Vi (¢;, 1) = e (+)p? /2 with
time-dependent effective mass r[eff(t). Furthermore, we choose the
postquench mass parameter . such that the long-time limit of 7 (¢)
vanishes. In the lower panel, the solid line represents the change in
the bare potential, while the dashed lines represent the oscillations
of the effective potential V);(¢;, 1) caused by the time-dependent
effective mass.

terms of four time-dependent parameters 6, ¢k, &k, {k that
must be solutions to a system of coupled nonlinear differential
equations such that the non-Hermitian part of /. (¢) vanishes
for all times ¢ > 0. Since these equations are also coupled to
the self-consistency equation (6), it is generally impossible to
solve them exactly.

However, an explicit solution can be obtained in the
prethermal regime of the dynamics, which occurs at small
times T = /|A]t < 1. There, the differential equations for
the Dyson map parameters decouple from the self-consistency
equation, and the Hermitian Hamiltonian in momentum space
k [ignoring terms of O(?) and higher] simplifies to

1
hett (1) = 3 Z /k‘[ni,kni,fk + o0 ki, (D)

i=1,2
where
Wik (1) = rien(t) — A1° + k2 8)

We thus find that the two fields are effectively decoupled,
and in the following we suppress the index i and write
¢ = ¢1. One can express the field in terms of creation and
annihilation operators as ¢k () = fx(t)ax + f (t)aT_k. The
Heisenberg equation of motion under the action of /g (f) then
takes the form

fi + () fi =0 )

for the mode functions fx(#) = f_x(¢#) with initial con-

ditions fx(0) = 1/+/20x(0) and f(0) = —i/@x(0)/2. The

self-consistency equation reads as

u A d%
Fetr(t) = re + G / W|fk(t)|2 + 0@,  (10)

where A is a large-momentum cutoff introduced to avoid
UV divergencies. The solution of the equation of motion (9)
subject to the constraint (10) provides the exact short-time
dynamics.

III. SCALING ANSATZ

At the critical point where the time-independent part of the
effective mass vanishes (see below), the effective mass has to
follow a scaling ansatz in analogy to Ref. [25],

Far(t) = = for At 1, (11

12
due to the absence of any finite length scale at the criti-
cal point. Here, 7.5 () = res(t) — A%t? is the effective mass
including the effects of the imaginary coupling, and the co-
efficient a is dimensionless. Introducing the scaling ansatz
(11) into the equation of motion (9) we obtain the analyti-
cal solution fx(¢) = Vkt [AxJy(kt) + BxJ_o(kt)], where a =
J/1/4 — a [25]. While the coefficients Ay, Bx depend in gen-
eral on the nonuniversal functional form of r.(¢) at short
times, one can find scaling forms for them in the case of
a deep quench. In that case, the condition Q¢; > A holds
and the initial conditions for the mode functions become in-
dependent of k at leading order. At times r ~ A~!, one can
then use asymptotic forms for the Bessel functions at small
arguments to find the scaling behavior Ay = A(k/A)~!/>+
and By = B(k/A)~'/?>~*, where A and B are two complex
coefficients.

Let us now determine the value of the quantity o (and
therefore also a). This is done by solving the self-consistency
equation (10). It can be shown that the modulus of the mode
function | fi|? acquires the scaling form

5 ) A 1+2a )
[fi(®)]” ~ |A]| (;) kt Jo, (kt)”, (12)

since the term proportional to |A|> dominates the dynam-
ics both in the short- and long-time limits [25]. Combining
Egs. (10), (11), and (12) yields

Qd u
2r) 6

where Q, = 2mw%/? /T'(d/2) denotes the d-dimensional solid
angle, and we have defined the function R, ,(x)=

x fol dyy?=172%],(xy)?. Expanding R, ., for x > 1 we find

a
ot A2 =+ IAPAYR (A1), (13)

Rio(x) = Wy o(x) + CZOZ,

L(Il) Cl(lz) 1
+ x—d—ly—Za + x_z + 0(;), (14)

where W, , is a fast oscillating function due to the sharp
momentum cutoff in the integral and is thus nonuniversal.
The value of the bare mass r. at the critical point has to
be determined by requiring a vanishing final mass, so that
the constant contribution proportional to cg?; in Eq. (13) is
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canceled by r.. On the other hand, matching the #2 term on the
left-hand side of Eq. (13) requires 1 4+ 2o — d = 2, so that the
term proportional to cy,; also becomes quadratic in time. In

that case ¢ =4 + ~°, which leads to the constraint
h 4 =4[wd(d +2)I"", which leads to th i

22 4|A]P AF?

U 3Qym)ind(d +2)T(d)2)

The interpretation of the constraint (15) is rather straight-
forward: the open nature of the system leads to a quadratic ~¢>
term in the effective mass 7 (¢ ) [see Eq. (8)], which is propor-
tional to the imaginary coupling ~A? and has to be compen-
sated by the coherent evolution caused by the interaction term
~u. As a result, universal scaling can only be observed in the
dark states, where the effect of non-Hermiticity is temporarily
removed. As time grows, higher-order terms in R, , become
relevant and non-Hermitian dynamics resumes, leading to the
effectively prethermal nature of the dark state.

Thus, at variance with the isolated case [25], universal
scaling in the non-Hermitian system can only be observed at
fixed interaction strengths according to Eq. (15). When this
constraint is fulfilled, the resulting values read as o = (d +
1)/2and a = —(d? + 2d)/4. At short times t < k™!, the time
evolution of correlations at criticality is characterized by the
critical exponent 6, sometimes referred to as the initial-slip
exponent, which can be defined via the short-time scaling of
the retarded Green’s function

Sk, —wiGr(k,1,1") = O — t")([¢k (1), P (t)])

15)

/ 0
t
cx—t(;) for <tk (16)

Evaluating Ggr(k, t,t’) explicitly at short times ¢’ <t < k™!
yields the scaling form (see Ref. [25])

t t/ 1/2—a t/ 20
Grlk,t,1) ~ —£<7> [1 - (7) } (17)

Comparing Eqgs. (16) and (17), it follows that prethermal
correlations scale with the exponent 6 = —d /2. Interestingly,
and at variance with the Hermitian case, the scaling ansatz in
Eq. (11) does not apply when the condition in Eq. (15) on A
and u is not fulfilled.

IV. CONCLUSION

In conclusion, we introduced a non-Hermitian model of
PT-symmetrically coupled O(N) fields and showed, using
the Dyson map formalism, that it is equivalent to an effec-
tive Hermitian model of two decoupled fields. The resulting
differential equations were solved in the limit ¢ < |A|~!/?
and we demonstrated that the effective Hermitian Hamiltonian
acquires a mass term quadratically decreasing with time. Due
to the decoupling, the dynamics is governed by a single field
whose bare mass parameter is quenched towards the critical
value, such that the long-time limit (time-independent part) of
the effective mass vanishes.

According to dimensional analysis, the existence of the
critical point is directly connected with the 7.y ~ =2 scaling
of the time-dependent effective mass, making it necessary to
fulfill the condition between non-Hermiticity and interaction

1010
—_—d=2 :
108} — d=3 Complicated

Ny : time-evolution
T ' :
< 6L
< 10
~ S
No . 2
£ 104t § L
— :
N
E 102 L
No
S
~ 100 | :

Complicated

time-evolution H

1072 = —
N 10 |/\|—1/2
t

FIG. 2. Time evolution of the zero-momentum component
(qbg(t)) = (P (t)p_k(t))k=o (corresponding to the magnetization) in
d =2 and 3 dimensions as obtained by Eq. (12), shown for A =
100 and A = 1. In both cases, correlations grow algebraically in
the regime A~' <« t < |A|~"/2. Outside this regime the correlations
have a more complicated time dependence and cannot be computed
analytically.

in Eq. (15). The imaginary A term in the Hamiltonian (3)
produces an additional > factor, which in general prevents
the universal prethermal scaling observed in isolated systems
[25]. However, the interaction # may be tuned to compensate
the non-Hermitian contribution to the mass scaling: this re-
stores universal short-time dynamics for A~! « ¢t < |A|71/2.
Consequently, the slip exponent is different from the isolated
case, and we find & = —d /2 as illustrated in Figs. 2 and 3.
Unsurprisingly, the smaller the imaginary coupling A, the
larger the time window where universal short-time dynamics
is observed. Accordingly, this dynamical universality occurs

104+ -,
non-hermitian

103 = = hermitian

102<

101<

0,t,t) /¢t

100<

|Gr(k

10714 \

10—2<

10-3 102 101 10°
t/t

FIG. 3. A comparison between the analytical scaling form (17)
of the retarded Green’s functions of our non-Hermitian model and
the Hermitian (A = 0) model in d = 3 dimensions. In that case, @ =
2, 0= —% for the non-Hermitian model while o« = %, 6= i for the
Hermitian model.
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entirely within the P7 -symmetric region of the phase di-
agram, well away from the exceptional points occurring at
[A] > |rer] (see Appendix and [74]). An interesting question
for future studies concerns the impact of the exceptional
points on the dynamics.

It is worth noting that the Hermitian result found in
Ref. [25] is not obtained in the A — 0 limit of Eq. (17).
Indeed, the self-consistency condition in Eq. (15) imposes a
correlated limit where the ratio A2/u is kept constant. In this
context, the self-consistency condition in Eq. (15) requires
that criticality is reached by tuning two independent param-
eters u and A, as would be necessary to reach a conventional
equilibrium tricritical point. Thus, this scaling phenomenon
can be regarded a third-order prethermal fixed point and its
observation should not pose further challenges than in other
forms of tricriticality [78].

The current analysis reveals the possibility to observe scal-
ing phenomena arising from energy exchange of the quantum
system with its environment. Such scaling phenomena can
only occur if many-body correlations compensate for the
changes in the time evolution produced by the non-Hermitian
nature of the Hamiltonian. As a result, the system enters a
long-lived dark state where dissipation effects are suppressed,
while prethermal scaling is modified due to non-Hermiticity.
Since these results are universal for O(N) models, we expect
these prethermal dark states to occur in a wide range of
physical systems. Thus, the present analysis yields the funda-
mental theoretical insight to guide experimental realizations
of prethermal scaling beyond the setting of isolated quantum
systems described so far [79-81].
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APPENDIX: DERIVATION OF THE DYSON MAP

We start with the Fourier-transformed effective Hamilto-
nian

dk |1
Hert (1) = W{E > [k

i=1,2
+ (0 + K) pixpi k] + irprad2 -k } (A1)

which can be written in vector form as
Ha)) = 5 [P Pk el a2)

using Pk = (Hl,k7 H2,k) and q)k = ((f)]’k, ¢2»k) as well as the
matrix

rett(t) + k? i ) (A3)

W) = ( i T+ K

1. Time-independent case

eff ;

In the case where r¢f(¢) = ¢ is constant, one can find the

eigenvalues of Vi which are

Wl = r 4k £ () =52,
eff _

where 7T = (7% £+ #$)/2. Evidently, the spectrum is real
when the condition

(A4)

=Y (A5)

is fulfilled. In other words, there are exceptional points at A =
AE with

AE =4, (A6)

where PT symmetry is spontaneously broken.

2. Time-dependent case

We now go back to our time-dependent quenched system
where the effective mass is a function of time. To treat our
problem we use the so-called time-dependent Dyson map 7(z)
which is an operator mapping eigenstates |\W(¢)) of Heg(f) to
eigenstates |V (t)) = n(t)|W(r)) of a Hermitian Hamiltonian
hese (¢) [45,46]. Expectation values (- --) = (W(#)]--- p|¥(t))
have to be evaluated with regard to the metric p = n'n.
This procedure works regardless of A, i.e., both in the PT-
symmetric and in the P7 -broken regimes. To ensure /g (7)
is really the generator of time translations in the Hermi-
tian system fulfilling the Schrodinger equation 9|y (¢)) =
hee ()| (¢)), the time-dependent Dyson equation

hest (1) = n()Hegs (1)~ (1) + il0,m()In ' ()

has to hold for n(¢) and A (7). The common way to solve this
equation is to introduce an ansatz for n(#), compute the right-
hand side of (A7), set het () = hfo (1), and solve the resulting
differential equations.

(A7)

a. Dyson map ansatz

We make an ansatz similar to the one of Ref. [46]. In order
to do that we introduce the operators

Ly = ¢1 k12 —kx — 2k —k, (A8a)
Kk = ¢1 k12, k + ¢2 k111, k, (A8b)
Xk = ¢1xP2,—x, (A8c)
Zy = I kI, (A8d)
whose commutation relations with the fields are
[Lx, o1 k] = iP2k0k k> [L, [T ] = il 0k —x
(A9a)
[Lx, P2x] = —ip1 ks [Li, o] = —iTly kK, —k'»
(A9b)
[Kx, 1] = =i kb s [Ki, [11 k] = iTlp k6, ks
(A9C)
[Kx. P2 ] = —idp1 kb x> [Ki, o] = iTly kg, —k'»
(A9d)
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[Zi, 1] = —iTly k0, —1s  [Xi, 1] = igp, 18k, -k,
(A%)

[Z, o] = —iTl kb, [ Xk, o] = i1 kO, (A9S)

while all other commutators vanish again. The parameters
Ok, ¢k, &k, C{k are functions of time with the property 6k =
0_x, ok = ¢k, & = £_k, ¢k = {_k. The commutation rela-
tions for L imply

. . . _ h 6, i sinh 6
while all other commutators with single fields vanish, and the eF et = C.OS. k ¢ SN O o, (Al2a)
—i sinh6y  cosh 6
contracted operators
et = (ST B A1
L(t) = / B0 L. (A10a) k k
k From the commutation relations for K it also follows that
K(t) = /k oK. (A10b) Kook ( cosgr —i sin <pk> o (A3
—i sin @k COS @k
X(t) = Xk, Al0 i si
) /];Ek( )Xk (A10c) KPook — <.co.s @k isin (pk>Pk. (A13b)
isingg  cosgg
Z(t) = / Ck (1) 2, (A10d)  Finally, we have
k
[Kx, L] = 2iCi Sk 1 (Al4)
whose commutation relations with the fields are .
with
(L. ¢1u] = ikdok. [L. Tl =i,  (Alla) Cic = Pralli—k — d2kll2 k (Al5)
[d2k, L] = ibkd1x, [Mox, L] = i6I1; _y, (Allb)  and
(K, d1 k] = —igxdok,  [K, k] = igIly x, (Allc) [Kk, Ci] = 2Ly Sk k- (A16)
(K, k] = —igpix, (K, o] = igeIli —k, (Alld)  Let n then be of the form
[Z, 1] = =ity —x, [X, 1) k] = ibk¢po,—x, (Alle) n(t) = D KDXD L), (A17)
[Z, o] = =itk M1k, [X, k] = &k, (A1) First, we calculate the derivative term
|
ilonHIn~'@) =i / {tkZi + g’ Kie ™ + Exe” ¥ Xye Ke™” + bie” X X Le X e K e}, (A18)
k
starting with the first nontrivial subterms
Kie™” = Ky — iei (T Y, + MRI12, ) = Ky — it Py - Py, (A19a)
X Xe™ = (¢1 x cos g — ik sin @i ) (2, _k cOS P — ipy _ Sin @)
— Xy cos® gk — X_y sin g — %qn( - ®_y sin 2¢x, (A19b)
X Lee™ = L + (1 kb1, —x — P2k, —k) = Lk + iEx Py - 0, Pk, (A19¢)
where o, = diag(1l, —1) denotes the z Pauli matrix. In the next step we encounter the terms
“Xxe ™ = Xi — il (Ma kg2, k + ¢1xTl1 1) — GZ
= Xy — iG(Tloxtr x + Pr1aTT1 k) — 27k
= Xk — it — G Z -k — G, (A20a)
Oy B el =@ - by — il (Thxdrk + Prallo x + i kdo k + doxlli k) — &2Px - Py
=@ - & | —ig(Kx + K x) — 7Py - Py, (A20b)
X Lie™ = Ly cos 2¢y + iCy sin 2¢y, (A20c)
Ky 0.0 e =@ 0.0, (A20d)
where Dy = ¢ xI1; _x + ¢2 k12 k. Lastly, we have
Le? = Ly +iaPy - 0. P_y, (A21a)
“Cre ™ = Cy + itk (Z — Z_x), (A21b)
Py -0, @ el =By -0,y — ikl + L x)+ Py - o Py (A2lc)
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Combining all of the equations above and taking only the non-Hermitian part of the derivative term yields
ilon@)In~" (1) — Hee. =2i [ [ekZik + PxKi + ExXi c08 20 — L&k Zic c0s 29 — CiéiKi sin 29 + O Lk cos 2¢x + 20k L -
k
(A22)

Next we look at the kinetic term Hy;, = % f « Pk - P_x, which is left invariant by adjoint action of el due to the fact that the
matrix in Eq. (A12) is orthogonal, and thus leaves scalar products invariant. Adjointly applying e* yields

Py Pge™ =Py Py + ibi(donIThk + Mk + druTlo  + Toxer 1) — &0 Pu - @k
=Py - Py + ik (K + K_x) — &r @y - D (A23)
Doing the same with X, this transforms into
Py - Py cos 29y + i(Zi + Z_y) sin 20 — E2®y - @y cos 20 + 57 (Xic + X_i) sin 2¢y + i (K + K_y). (A24)
Since we will ultimately integrate over all k, we can use the symmetry of the coefficient functions and write
Py - Py cos 20 + 2iZy sin 29 — &Py - ®_y cos 20 + 2iE Xy sin 2¢y + 2i& Ky (A25)

instead. For the adjoint action of ¢ on these operators, we already know the transformation rules from Egs. (A19), (A20), and
(A21). In total, the contribution of the kinetic term is therefore

n(OHgnn ™' (1) — Hee. = 2i / [(1 — ¢8) Z sin 21 + Eic(Gicék cos 20k + DKic + &¢Xic sin 20| (A26)
k

Lastly, we transform the potential term Hpu(f) = % fk @) - Vi (t)®_y. It is left invariant by eX. The two rotations via eX and
K-
e® yield

() Hpot (10~ (1) = %ez /k (V4 k Pk - Pk + v_ Pk - 0, Pk + 2iwiXi)e ~ (A27)
with
Vi = (" + k%) cos 2¢ + (2 cosh 26 + ! sinh 26 ) sin 2¢, (A28a)
v_ . = 2 sinh 26 + r° cosh 26, (A28b)
wi = (21 cosh 26 + < sinh 26 ) cos 2¢ — (<" + k?) sin 2¢. (A28¢)

Applying ¢Z and taking only the non-Hermitian part yields
N(OHpo (' (1) — Hee. = 2i / [wXk — GewiZ — GV kKk — Skv— kL] (A29)
k

Because the operators involved in all the final expressions are linearly independent, we can compare coefficients to obtain the
differential equations

Ok — i cos 20 = GPwi + (5268 — 1) sin 2¢x, (A30a)
£ cos 2¢y = —513 sin 2k — w, (A30b)
Pk — Gicicsin 20k = — (1 + G €08 201k + Lk (A30c)
(c0s 20k + 200k = kv k- (A30d)
Simplifying a bit, we get
fx = — sin 2¢, (A31a)
ok = Ge(rS" + K — &) sec 29 — &, (A31b)
£ = (rS" + k% — &) tan 2¢x — r° sinh 26 — 21 cosh 26, (A31c)

(2 sinh 26y + " cosh 26y )¢k

Ok (A31d)
cos 2¢x + 2&kék
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b. Hermitian Hamiltonian

Remarkably, the resulting Hermitian Hamiltonian decou-
ples into two independent parts

1
hege (1) = E[heff(t) + RO = hi (1) + o (1),  (A32)
where

1 1
h; +(t)= — I, I1; _ - Hw? 1)Q; xPi —
i+ (1) /k{ZMi,k(l‘) xIT;, k+2 £ kO O)Pikdi,—x

1

:Fzgk(t)[‘pi,kni,—k + Hi,k¢i,—k]}. (A33)

The coefficients are
M\ = cos2¢ + T, (A34a)
ol = MM (A34b)
gk = Ok sin 2¢, (A34c)

where
Tk = (" + k> — &) sec 29k
2 sinh 26y + r<ff cosh 26

RC K cos2¢r.  (A35)

cos 2¢k + 2¢kék

c. Approximate solution to the differential equations

Solving Eq. (A31) analytically is generally not possible be-
cause of the coupling to the self-consistency equation through
r<i. Hence, we will only provide an approximate solution to
(A31) for short times ¢ < |A|~!/2. To do this, we introduce the
parameter T = |A|'/?¢ and expand the functions 6y, ¢k, &,
and ¢k as power series in T.

Inserting ¢ = |A|~!/?7 into Eq. (A31) yields

sin 2¢k
G = BTV (A36a)
(S 4+ k% — £2) sec2¢y — &
g = |M;{/)2 , (A36b)
;0TI — ) tan 29 — " sinh 26,
Ek - |)\|1/2
_ TEE cosh 26, (A36¢)
2 sinh 26y + " cosh 26,
=S RRC )k (A36d)

IA"/2(cos 29k + 2¢kék)

where (---) = %(...). Our initial condition is 6(0) =
ok(0) = &(0) = £k (0) =0 because we started in a
Hermitian ground state. From Eq. (A36) it is then easy
to see that all first derivatives vanish at T = 0 except for

£,.(0) = —21/|r|"/2. At second order, the only nonvanishing
term is ¢ (0) = —&,(0)/|A|'/? = 21./|A|]. We thus obtain the
solution

(1) = 0(t?), (A37a)
A
o(T) = W’z +0(1), (A37b)
21 3
& (1) = _Ikl_‘/zt + 0>, (A37¢)
Oe(7) = O(T?). (A37d)

Inserting this into Eqgs. (A35) and (A34) yields 'y x(t) =

P el 12 — 2272 4+ O(c%) and

ML\ (1) =14 0@", (A38a)
" 22

wix(0)? = o o g2 mzz +0(t?), (A38b)

gk(1t) = O(tY). (A38¢)

This procedure thus results in the final Hamiltonian
1
OEESY f [T + @30 P, (A39)
25500

where ;1 (1)? = w4 x(t)? = rét (1) + k* — A%2.

d. Self-consistency equation

Let us denote the Schrodinger representation ground state
of hes(2) as |Yo(2)), and the one of Heg(¢) as |Wo(?)). The
expectation value inside the self-consistency equation is

(Gixdi—) = (Wo(OI(Bix) dixp| Yo ()
= (Yo)|n~ " (Bix) PixnlPot))
= (YoOI(@ixn™") nn ™ diacnlPo(®))
= (Yol mdixn ) 0 Granlvo®)),

where we used |Wo()) = n~ o)), and that n' =1p
in our case. Using the previous approximation, we ob-
tain ™' gikn = dix +irt> 30, 5 (1 = 8ij)¢jk + O(x?) and,
therefore,

(Gixdi—x) = (Yo)|ixdi—k|¥o()) + irr*
x Y (= 8)Wo®)lbjxdi -k

j=1.2
+ @ik —xlYo(®)) + O,

The term quadratic in time vanishes after taking the expecta-
tion value and we are left with the expression from the main
part.
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