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Achieving strong interactions in fermionic many-body systems is a major theme of research in
condensed matter physics. It is well-known that interactions between fermions can be mediated
through a bosonic medium, such as a phonon bath or Bose-Einstein condensate (BEC). Here,
we show that such induced attraction can be resonantly enhanced when the bosonic medium is
a two-component spinor BEC. The strongest interaction is achieved by tuning the boson-boson
scattering to the quantum critical spinodal point of the BEC where the sound velocity vanishes.
The fermion pairing gap and the superconducting critical temperature can thus be dramatically
enhanced. We propose two experimental realizations of this scenario, with exciton-polariton systems
in two-dimensional semiconductors and ultracold atomic Bose-Fermi mixtures.

Fermion pairing is the central ingredient of superconduc-
tivity. The Bardeen–Cooper–Schrieffer (BCS) theory [1]
provides a paradigmatic model for pairing, where attrac-
tive interaction between electrons is mediated by crystal
phonons. The strength of such phonon-mediated interac-
tions, however, is typically weak leading to small critical
temperatures (Tc) relative to the Fermi temperature (TF ).
Enhancing the interaction strength between fermions in
order to obtain higher Tc is therefore an important goal
in condensed matter physics.

A variety of approaches for inducing and enhancing in-
teractions between fermions have been explored in various
systems. In solid state, recent works on twisted bilayer
graphene have demonstrated that electronic correlations
can be enhanced by careful tuning of the relative angle
between graphene layers, which results in flat bands for
electrons and consequently high values of Tc/TF ∼ 0.1
[2]. In ultracold atomic systems, the use of Feshbach res-
onances between different hyperfine spin states of atoms
allows to reach the strong interaction regime of the BEC-
BCS crossover [3]. In the context of boson-mediated in-
teractions, a number of strategies have been proposed to
induce interactions using novel bosonic quasiparticles such
as exciton-polaritons [4], plasmon-polaritons, and atomic
BECs [5–7]. Another recently demonstrated approach
consists of illuminating superconductors with short in-
tense pulses of light, which strongly modify the phonon
dispersion thereby inducing transient signatures of su-
perconductivity at higher critical temperatures than in
equilibrium [8–10].

In this work, we show that coupling a fermionic system
to a two-component spinor BEC, i.e., a BEC consisting
of two coherently coupled spin components, can have
dramatic consequences for the induced interactions be-
tween fermions. An illustration of our proposed system is
shown in Fig. 1(a), where the orange balls correspond to
two species bosons, which interact with a two-component
Fermi gas represented by blue balls. To reach strong
interactions, we propose to utilize the spinodal instability

of spinor BECs, which can be reached by carefully tuning
the inter- and intra-species scattering of the two bosonic
components. Coupling fermions to this quantum critical
bosonic medium can lead to a resonant enhancement of
the induced interactions. We analyse the nature of the
induced interactions, and calculate the pairing gap as
well as the superconducting temperature of the Fermi
system. Finally, we discuss two possible platforms where
this effect may be experimentally realized.

(a) (b)

Figure 1. Fermions in a two-component spinor BEC.
(a) Schematic representation of the induced fermion-fermion
pairing mechanism: the normal modes of the spinor BEC
mediate the fermion-fermion interaction. By tuning the inter-
boson interaction one can make one of the two BEC normal
modes arbitrarily soft and resonantly increase the induced
fermion-fermion interaction (red line). (b) Dispersion relation
for the ‘spin’ normal mode of the spinor BEC, as a function
of the momentum, for three different values of the detuning
δg̃ ≡ (m/h̄2)δg from the spinodal point (parameters g̃F =
(m/h̄2)gF = 0.2, m1 = m2 = m, and n1 = n2). Inset: speed
of sound of the ‘spin’ normal mode, as a function of δg̃; as
δg̃ ↘ 0 the mode becomes arbitrarily soft.

Spinodal instability in two-component BECs.
We consider a two-dimensional system consisting of a
noninteracting uniform Fermi gas immersed in a spinor
BEC, with two spin components labeled 1 and 2. We
will first discuss the essential features of the spinor BEC
and then move on to the question of coupled Bose-Fermi
mixtures. The spinor BEC problem has been extensively
studied in previous literature [11–16]. Coupling two BECs
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leads to new collective normal modes, which we refer to
as density and spin waves. Density waves correspond
to in-phase oscillations of the two components, whereas
spin waves involve out-of-phase oscillations. Using the
Bogoliubov transformation, the bosonic Hamiltonian can
be diagonalized and expressed in terms of the density
and spin normal modes according to (see Supplement for
details) [11, 15, 16]

Ĥ(b) =
∑
q

ωdqâ
†
qâq +

∑
q

ωsqb̂
†
qb̂q, (1)

where the â†q (b̂†q) operators create a density (spin) excita-
tion at momentum q. The Bogoliubov dispersion relation
ω
d(s)
q is given at small momenta by

ωd(s)
q ≈

√
h̄2q2

2m

(
h̄2q2

2m
+ 2mc2d(s)

)
(2)

for bosons of mass m. The density and spin sound veloci-
ties cd(s) depend crucially on the intra- and inter-species
interaction strengths between the two bosonic components
as

c2d(s) =
g11n1 + g22n2 ±

√
(g11n1 − g22n2)2 + 4n1n2g2

12

2m
.

(3)
Here, g11 and g22 are the coupling constants between
bosons of the same species, while g12 is the coupling
strength between species 1 and 2. The boson densities of
each species are denoted by n1 and n2. The + (−) sign
corresponds to the density (spin) excitations, respectively.
Careful tuning of the different coupling strengths can

lead to dramatic modification of the sound velocities.
To see this, we define an effective interaction parameter
δg =

√
g11g22 − g12. For repulsive g12 > 0 one can tune

δg ↘ 0, and the spin sound velocity to leading order in
δg scales as

cs ≈
√

2g12n1n2

g11n1 + g22n2

√
δg

m
. (4)

An intriguing consequence of Eq. (4) is that for δg → 0,
the spin sound velocity vanishes even for finite density and
scattering lengths. This point is known as the spinodal
instability [16], which marks the transition to the immis-
cible, phase separated state. [Analogously, for g12 < 0
the miscible state of the spinor BEC exhibits a tran-
sition toward a novel liquid droplet state stabilized by
quantum fluctuations [17, 18]; near this transition for
δg′ =

√
g11g22 + g12 ↘ 0 the spin speed of sound remains

finite but instead the density speed of sound becomes soft
and vanishes, and with this replacement our conclusions
remain unchanged.] In Fig. 1(b), we show the calculated
dispersion relation of spin waves for different values of δg,
where the softening of the mode at low momenta can be
clearly seen as we approach the spinodal point δg ↘ 0.
In the inset of Fig. 1(b), we show the vanishing of the
spin sound velocity cs with decreasing δg.

Induced interactions. Next, we introduce fermions
to the system. The single-particle noninteracting Hamil-
tonian for fermions has the form

Ĥ(f) =
∑
kσ

εkĉ
†
kσ ĉkσ, (5)

where the ĉ†kσ operator creates a fermionic particle of
momentum k and spin σ =↑, ↓. Ultracold Fermi gases
can be modeled with a quadratic dispersion relation
εk = h̄2k2/2mF − µF , where mF denotes the fermion
mass and µF is the fermion chemical potential. As the
superconducting properties depend predominantly on the
density of states N0 = mF /πh̄

2 near the Fermi surface,
our results are robust also for other dispersions εk with
given N0. For simplicity and in order to highlight the
influence of fermion-boson interactions, we assume that
the direct fermion-fermion interactions are negligible; if
not, they would be added to our result for the induced
interaction.
Let us now consider the interaction between fermions

and the spinor BEC, modeled by the contact interaction
strengths gF1 and gF2 between either fermion species and
boson components 1 and 2, respectively. When written
in terms of the normal modes of the spinor BEC, the
interaction term in the Hamiltonian reads

Ĥ(f−b) =
∑

k;q 6=0

Md(q)ĉ†k+qĉk(âq + â†−q)

+
∑

k;q6=0

Ms(q)ĉ†k+qĉk(b̂q + b̂†−q).
(6)

Here,Md andMs are effective interaction vertices between
fermions and the density and spin normal modes of the
spinor BEC [19], and we have suppressed the fermion spin
index for readability. The interaction vertices are obtained
from the original gF1,2 after Bogoliubov transformation
of the bosons, which couples the fermions to the normal
modes of the BEC (see Supplement for details).
In the following we assume, for simplicity, equal den-

sities n1 = n2 = nF = n and equal masses m1 = m2 =
mF = m; our results are qualitatively similar for den-
sity or mass imbalances systems. Under these assump-
tions, we find that the effective spin vertex Ms(q) '√

2ngF
√

(q2/2m)/ωsq ∼
√
q/cs with gF ≡ (gF1 − gF2)/2

resembles the conventional electron-phonon coupling intro-
duced by Fröhlich [20] [near the transition to the droplet
state the soft density normal mode couples to fermions
with effective coupling gF = (gF1 + gF2)/2]. In our case,
however, near the spinodal point the spin dispersion in the
denominator becomes soft and enhances the interaction
vertex towards Ms(q) '

√
2ngF , while the density vertex

Md(q) ∼
√
q is suppressed for small q.

In analogy with the electron-phonon problem, the Bose-
Fermi interaction in our system induces interactions be-
tween fermions. Following the treatment of Ref. [21],
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(a) (b) (c)

Figure 2. Effective induced electron-electron interaction. (a) Effective electron-electron interaction Vkk′ in Eq. (8) as
a function of k = (kx, ky) near the spinodal instability with δg̃ ≡ (m/h̄2)δg = 0.001 and g̃F ≡ (m/h̄2)gF = 0.2. The second
fermion momentum k′ = (kF , 0) is placed at the Fermi surface (red dot). The induced interaction is strongly enhanced in
forward direction k ≈ k′. (b) Effective azimuthal-averaged interaction V (k, k′ = kF ) in the vicinity of the Fermi surface as a
function of the radial momentum k = |k| for different values of δg̃, showing the resonant behaviour as δg̃ ↘ 0. Inset: height and
full width at half maximum of the effective interaction peak at the Fermi surface for various values of δg̃, characterizing the
resonant scaling behaviour as δg̃ ↘ 0; the dashed lines guide the eye. (c) Effective coupling λ` [Eq. (9)] in angular momentum
channels ` = 0 to ` = 2 as a function of δg̃.

we calculate the induced interaction potential between
Cooper pairs of fermions (k,−k) and (k′,−k′),

Vkk′ = −
|Md(q)|2ωdq

(ωdq)2 + (εk′ − εk)2
−

|Ms(q)|2ωsq
(ωsq)2 + (εk′ − εk)2

, (7)

where q = k′ − k is the exchanged momentum between
fermion pairs. The + sign in the denominator arises from
renormalization that avoids spurious singularities from
normal mode emission and absorption [22]. Near the
spinodal point, the contribution from the soft spin modes
dominates over the contribution from the density modes,
and the induced potential takes the Ornstein–Zernike
form

Vkk′ ≈ −
2ng2

F q
2/2m

c2sq
2(1 + q2ξ2

s ) + (εk+q − εk)2
(8)

with spin healing length ξs = h̄/2mcs = h̄/
√

4mδg n.
The full two-dimensional momentum dependence of this
induced potential is shown in Fig. 2(a): it is strongly en-
hanced near the Fermi surface and in the forward direction
k ≈ k′ (q → 0).
The enhancement of the induced potential near the

Fermi surface is also apparent in the azimuthal average
V (k, k′) over the angle k · k′ = kk′ cos θ at fixed modulus
k, k′. For one fermion k′ = kF fixed at the Fermi surface,
the dependence on the other fermion momentum k be-
comes strongly peaked at k = kF for smaller values of δg,
as shown in Fig. 2(b). As we approach the spinodal in-
stability δg → 0, the peak depth of the induced potential
grows as (δg)−1/2 while the width of the peak is reduced
as (δg)1/2 (see inset).
For scattering between Cooper pairs at the Fermi sur-

face the fermionic energy exchange in the denominator
vanishes, and the induced potential takes the resonance
form Vkk′ ≈ −(g2

F /δg)/(1 + q2ξ2
s). The width of the res-

onance is given by the inverse spin healing length ξ−1
s ,

which marks the crossover wave number between linear
and quadratic spin-wave dispersion. Near the spinodal
point δg ↘ 0 this becomes much smaller than the stan-
dard inverse healing length ξ−1 =

√
2mgn of a single

bosonic component. Conversely, the strong induced po-
tential extends to much larger range ξs in real space before
it crosses over into a van der Waals tail [23].
Since the induced potential at the Fermi surface is

strongly peaked in forward direction θ → 0, a partial wave
decomposition of Vkk′ yields substantial contributions also
for higher angular momentum channels ` = 1, 2, . . . [24].
We define the effective dimensionless coupling λ` in the `
partial-wave channel in two dimensions, in analogy with
the three-dimensional case [25],

λ` = N0

∫ 2π

0

dθ

2π
cos(`θ)Vkk′

∣∣
|k|=|k′|=kF

(9)

with q2 = |k− k′|2 = 2k2
F (1− cos θ) for |k| = |k′| = kF .

The leading couplings for s-wave (` = 0) and p-wave
(` = 1) pairing are

λ0 = −α 4k2
F ξ

2
s√

1 + 4k2
F ξ

2
s

, λ1 = −α
(
√

1 + 4k2
F ξ

2
s − 1)2√

1 + 4k2
F ξ

2
s

(10)
with dimensionless coefficient α = (N0g

2
F /δg)/(4k2

F ξ
2
s ) =

1
4 (N0gF )2(mn/mFnF ), where we have reinstated the
fermion mass mF and the fermion density nF to illustrate
the effect of mass or density imbalance. The effective
couplings λ` in different angular momentum channels are
shown in Fig. 2(c) as a function of δg̃. While far from the
spinodal point the s−wave channel (` = 0) dominates,
we observe that the ` > 0 contributions become compa-
rable to the s-wave channel as we approach the spinodal
instability. Near the spinodal instability ξs → ∞ and
the interaction in all channels diverges linearly in ξs as
λ` ≈ −α 2kF ξs, as seen in Fig. 2(c).
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Pairing gap and critical temperature. The in-
duced attractive interaction between fermions at the Fermi
surface leads to Cooper pairing in analogy with phonon-
mediated pairing in conventional BCS superconductors.
From the induced interaction potential, we calculate the
fermion pairing gap ∆(k) in our system by solving the
BCS gap equation [1, 24, 26]

∆(k) = −
∑
k′

Vkk′
∆(k′)

2E(k′)
tanh

(
E(k′)

2kBT

)
(11)

with BCS quasiparticle energy E(k) =
√
ξ2
k + |∆(k)|2

and fermion energy ξk = εk − µF measured from the
fermion chemical potential. At weak coupling only
fermions near the Fermi surface contribute to pairing,
and the radial |k′| integral decouples from the integration
over the scattering angle θ between Cooper pairs at k
and k′. One can then directly use the effective couplings
λ` from Eq. (9) to obtain the gap ∆` ∝ exp(1/λ`) at zero
temperature [24]. At larger coupling the radial and az-
imuthal integrals no longer decouple and we find the gap
by numerical integration.
In Fig. 3 we characterize the superconducting, paired

state, by solving the gap equation for different values of
the inter-species interactions and for different symmetries
of the gap parameter. First, Fig. 3(a) shows the s-wave
gap ∆, calculated at the Fermi surface as a function of
the temperature, for different values of the detuning δg̃.
It clearly shows that pairing is enhanced as the spinodal
instability δg̃ ↘ 0 is approached and the spin normal
mode becomes soft. Second, Fig. 3(b) displays the pairing
gap in different angular momentum channels ` = 0, 1, 2. It
shows that also higher angular momentum channels ` > 0
have sizeable gaps, while the strongest pairing still occurs
in the s-wave channel (` = 0). Finally, Fig. 3(c) exhibits
the critical temperature Tc in different angular momentum
channels. We find that Tc, as found from the numerical
solution of the gap equation, is significantly enhanced to
reach several percent of the Fermi temperature as the
resonant regime is approached.

Experimental realizations. We now discuss two re-
alistic scenarios where the present theoretical prediction
could be experimentally observed: (a) A two-component
gas of excitons or exciton-polaritons coexisting with a
two-spin Fermi gas of electrons in 2D semiconductors,
and (b) ultracold atomic Bose-Fermi mixtures.
Exciton-electron systems in 2D semiconductors. The

basic requirement in order to realize spinor-BEC medi-
ated superconductivity is a two-component bosonic sys-
tem with tunable interactions coupled to a fermionic
system. This condition is fulfilled in solid-state van der
Waals heterostructures consisting of monolayer transition
dichalcogenide (TMD) semiconductors such as Molybde-
num diselenide (MoSe2). The elementary bosonic excita-
tions in these systems are excitons, which are optically
excited electron-hole bound pairs. The ultrastrong ex-

citon binding energy of about 200meV in these TMD
monolayers means that the excitons are robust and can
be considered as point-like bosons at cryogenic tempera-
tures T ∼ 4K [27]. Moreover, the valley degree of freedom
in TMD monolayers allows to selectively address two com-
ponents (1 and 2) of excitons using circularly polarized
illumination. In addition, itinerant charges (electrons or
holes) can be introduced in the system through electrical
contacts, and their densities can be tuned using proxi-
mal gate electrodes. At exciton densities lower than the
Mott density nX >∼ 1013 cm−2, the interactions between
excitons are short-ranged and can be approximated as
contact-like. In general, interactions between excitons
of the same valley are repulsive with typical values of
g11 ' g22 ' 0.1µeVµm2 [28, 29], whereas the inter-valley
exciton interactions g12 < 0 are attractive, leading to
a molecular biexciton bound state with binding energy
EBX ' 20meV.
For tuning the inter-valley exciton interactions, we re-

fer to several possible schemes that have been previously
proposed or demonstrated [30–32]. In bare monolayer
heterostructures (i.e. not coupled to cavities), a Feshbach-
like scenario has been shown, where the molecular biex-
citon state between opposite valley excitons is brought
into resonance with the free exciton state by means of
a two-photon process, in analogy with optical Feshbach
resonances in ultracold atomic systems [31–33]. In this
case, by detuning an optical dressing field around the biex-
citon resonance, the effective inter-valley exciton-exciton
interaction strength may be tuned from strongly attrac-
tive to repulsive. A similar scheme has also been shown
in III-V semiconductors heterostructures coupled to op-
tical cavities, where the hybridization between excitons
and cavity photons leads to new quasiparticles known
as exciton-polaritons. A biexcitonic Feshbach resonance
effect with exciton-polaritons was demonstrated by tuning
the lower exciton-polariton branch into resonance with
the biexciton state [30]. Another intriguing possibility is
to use long-lived inter-layer exciton condensates, where
the electron and hole are spatially separated in two lay-
ers giving them a permanent electric dipole moment. A
Feshbach resonance between such inter-layer excitons has
been proposed in [34] using dc electric fields to tune the
states into resonance. In all these cases, the main idea is
to reach the instability in the two-component Bose gas by
tuning the inter-valley scattering either to the spinodal
point for repulsive g12 = g = g11 = g22 or to the onset of
the droplet state for attractive g12 = −g.
An important feature of TMD heterostructures is the

ability to inject itinerant electrons (or holes) in the semi-
conductor through electrical contacts, and tune their
density using proximal gate electrodes - while maintain-
ing a coexisting population of excitons. The interac-
tion between excitons and electrons is strong and at-
tractive between particles of different valleys, leading to
an inter-valley molecular Trion-bound state with bind-
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(a) (b) (c)

Figure 3. Fermion-fermion pairing and superconductivity. (a) Zero-temperature s-wave pairing gap ∆ as a function of
temperature T/TF for different values of detuning δg̃ ≡ (m/h̄2)δg, with g̃F ≡ (m/h̄2)gF = 2.0. (b) Zero-temperature pairing
gap ∆` vs. detuning δg̃ for different angular momentum channels: all pairing gaps are enhanced for small δg̃ near the spinodal
point. Inset: pairing gap ∆` vs. temperature T/TF for fixed δg̃ = 0.02. (c) Critical temperature Tc vs. detuning δg̃; near the
spinodal point Tc reaches large values even in higher angular momentum channels because of the resonant induced interaction.
The dashed lines guide the eye.

ing energy ET ∼ 25meV [27, 35]. Electron densities of
up to ne ∼ 1 × 1012 cm−2 can be routinely obtained by
tuning the gate electrode potential. Using sufficiently
intense resonant illumination, the exciton density can
be tuned to reach the same order of magnitude, result-
ing in a Bose–Fermi mixture with tunable densities and
exciton-exciton interactions [28]. Using the following pa-
rameters for TMD heterostructures: effective electron
mass m∗ = 0.7me and ne ∼ 1 × 1012 cm−2, we obtain
a Fermi energy εF = πh̄2

m∗ ne = 3.4meV corresponding to
a Fermi temperature TF = εF/kB ≈ 40K. Following the
results in Fig.3a, for δg̃ = 10−3, we estimate the s-wave
zero-temperature pairing gap of ∆ ≈ 0.07×εF ≈ 0.24meV
and critical superconducting temperature of Tc ≈ 1.3K.
These quantities can be experimentally measured in stan-
dard cryostats using well established 4-point dc transport
experiments or more advanced ultrafast ac conductivity
experiments using THz waveguides in case pulsed laser
excitation is used to create the exciton gas [36].
Ultracold atomic Bose–Fermi mixtures. Mixtures

of bosonic and fermionic atoms at ultracold tempera-
tures have been experimentally realized by a number of
groups [37–40]. One realization builds on a homonuclear
39K-39K Bose-Bose mixture [41] where the condensate
atoms are in the (F = 1,mF = −1) and (F = 1,mF = 0)
hyperfine states.

For this proposal, we consider using a heteronuclear 41K-
87Rb Bose-Bose mixture [19, 42], the atoms in the conden-
sate being in the hyperfine ground state (F = 1,mF = 1).
An easily-accessible Feshbach resonance at B = 78.9 G
[43–47] allows to tune the inter-component scattering
length aK-Rb, whereas the intra-component scattering
lengths are approximately constant at aK-K ' 62 a0 and
aRb-Rb ' 100.4 a0 in a very wide region around the Fes-
hbach resonance. We also stress that this choice is not
affected by spin-changing collisions, which could limit the
lifetime of the mixture. On top of this binary mixture,
we consider a generic fermionic component—one could

think of different hyperfine states of 40K—interacting
with the bosonic components via short-range potentials
with scattering lengths af-Rb ' af-K ' 50 a0, noting that
this choice of parameters does not affect the qualitative
behaviour of the physical mechanism we aim to investi-
gate. Different schemes could be employed to observe
the onset of pairing and superfluidity in the fermionic
system, for example using spatially resolved quasiparticle
spectroscopy [48, 49], measurement of the momentum
distribution using matterwave optics [50] or Bragg spec-
troscopy [51, 52].

Discussion. We show that fine-tuning the interac-
tions of a bosonic medium allows for substantial enhance-
ment of the induced interactions between fermions. Our
proposed method is intrinsically different from Feshbach
resonances, since we achieve resonant interactions while
keeping finite scattering lengths within and between the
two species. The controlled softening of the spin-wave
mode close to the spinodal point is achieved while main-
taining phase-stiffness of the BEC, which leads to robust
collective excitations. Therefore, our method is funda-
mentally different from the vanishing sound velocity of
a noninteracting BEC, which becomes unstable in the
presence of fermions [53].
Thus, the present system represents a novel form of

strongly correlated quantum matter, where the conven-
tional BCS phenomenology can be tested to its limits in a
real solid-state device. It is worth noting that the exper-
imental parameters in our proposals will allow to reach
a critical temperature Tc/TF ≈ 0.03, which is within the
range of applicability of BCS theory. At smaller values
of δg the induced interaction will grow beyond the BCS
regime, realizing a solid-state equivalent of the celebrated
BEC-BCS crossover [3]. We note that the BCS approxima-
tion has proved reliable in predicting the pairing energy
of real fermions throughout the crossover [49].
The similarity between the present picture and the

physics of ultracold fermionic atoms runs even deeper
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than their BCS description. In both cases, the appearance
of strong correlation physics at finite temperature is the
consequence of an underlying zero-temperature quantum
critical point [54]. In the present scenario, the quantum
critical point separates the homogeneous BEC from either
a phase separated or a droplet state at δg < 0 [17, 18,
55]. Thanks to the softening of normal mode excitations
at criticality the effective interaction mediated by the
spinor BEC grows substantially, see Fig. 2(b), increases
the pairing in all channels, see Figs. 3 (a) and (b), and
causes the enhancement of critical temperatures observed
in Fig. 3 (c).
In conclusion, our predictions describe a novel way to

tailor interactions between Fermi particles that is different
from the traditional picture of the Feshbach resonance,
where one tailors the two-body properties in vacuum in
order to achieve strong many-body correlations. Here,
we exploit the presence of a coherent medium, the spinor

BEC, whose properties can be altered in order to con-
trol the interaction in a target system, the fermions, see
Fig. 1. Our framework applies generically and hence can
be used to achieve strong correlations both in condensed
matter and AMO systems as we argue in the section on
Experimental realizations. We envisage that the present
mechanism could serve to realize a light-induced BCS
state whose critical temperature rises well above current
limits [56–58].

Acknowledgements. We acknowledge stimulating
discussions with Tommaso Macrì, Atac Imamoglu, Li
Bing Tan and Keisuke Fujii at various stages of this work.
This work is supported by the Deutsche Forschungsgemein-
schaft (DFG, German Research Foundation) project-ID
273811115 (SFB1225 ISOQUANT) and under Germany’s
Excellence Strategy EXC2181/1-390900948 (the Heidel-
berg STRUCTURES Excellence Cluster).

Supplement: Resonantly enhanced superconductivity mediated by spinor condensates

Normal modes of the spinor BEC

Let us start from the real-space Hamiltonian of a two-component, two-dimensional Bose gas, with two spin components
labeled 1 and 2,

Ĥ =

∫
d2r

∑
i=1,2

ψ†i (r)

(
− h̄2

2mi
∇2 +

gii
2
|ψi(r)|2

)
ψi(r) + g12|ψ1(r)|2|ψ2(r)|2

 , (12)

where the ψ†i (r) (ψi(r)) field operator creates (annihilates) bosons of species i at position r, respectively, and mi is the
boson mass for species i. Moreover, as in the main text, g11 and g22 are the coupling constants between bosons of
species 1 and 2, respectively, and g12 is the coupling strength between species 1 and 2.

One can then expand the field operators

ψ̂1(r) =
1√
V

∑
q

eiq·rα̂q, (13)

ψ̂2(r) =
1√
V

∑
q

eiq·rβ̂q, (14)

in bosonic field operators α̂q and β̂q in Fourier space. In the low-energy limit one can follow the Bogoliubov approach
[59] and separate the macroscopic occupation of the lowest-energy mode from the fluctuations at k 6= 0,

α̂k = (2π)2√n1δ(k) + Âk 6=0, (15)

β̂k = (2π)2√n2δ(k) + B̂k 6=0. (16)

In the following we retain only quadratic terms in Âk and B̂k and neglect higher-order terms. Finally, the Bogoliubov
transformation brings the quadratic Hamiltonian into a diagonal form. For the spinor BEC the Bogoliubov transfor-
mation is given by a 4× 4 matrix that rotates the creation and annihilation operators for the two species into density
and spin normal modes [60], 

Âk

Â†−k
B̂k

B̂†−k

 =


M11

k M12
k M13

k M14
k

M21
k M22

k M23
k M24

k

M31
k M32

k M33
k M34

k

M41
k M42

k M43
k M44

k



âk
â†−k
b̂k
b̂†−k

 . (17)
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The matrix elements M ij
k are derived and given explicitly in Ref. [60]. In the basis of density normal modes âk, â

†
k

and spin normal modes b̂k, b̂
†
k one arrives at the spinor-BEC Hamiltonian that we report in the main text,

Ĥ =
∑
k

ωdkâ
†
kâk +

∑
k

ωskb̂
†
kb̂k. (18)

The normal mode dispersion relations for the density and spin modes, ωdk and ωsk, are given explicitly in Ref. [60].

Derivation of the interaction vertex

Let us now introduce a fermion interacting with the two original bosonic species 1 and 2,

Ĥf-bos = gF1

∑
k,q

ρ̂(q)α̂†k−qα̂k + gF2

∑
k,q

ρ̂(q)β̂†k−qβ̂k, (19)

where gFi is the coupling constant between the fermion and the bosons in the i component and ρ̂(q) = exp(iq · R̂) is
the Fourier transform of the density of a single, first-quantized fermion located at position R̂. Again, we can make use
of Bogoliubov approximation as in Eqs. (15, 16) and rewrite Eq. (19) as

Ĥf-bos = gF1
√
n1

∑
k6=0

eik·R̂(Âk + Â†−k) + gF2
√
n2

∑
k6=0

eik·R̂(B̂k + B̂†−k) (20)

to leading order in Âk and B̂k — the so-called Fröhlich approximation [61]. We having omitted a constant energy
offset. The Bogoliubov transformation in Eq. (17) then gives

Ĥf-bos = gF1
√
n1

∑
k6=0

eik·R̂[(M11
k +M21

k )âk + (M12
k +M22

k )â†−k] (21)

+ gF1
√
n1

∑
k6=0

eik·R̂[(M13
k +M23

k )b̂k + (M14
k +M24

k )b̂†−k] (22)

+ gF2
√
n2

∑
k6=0

eik·R̂[(M31
k +M41

k )âk + (M32
k +M42

k )â†−k] (23)

+ gF2
√
n2

∑
k6=0

eik·R̂[(M33
k +M43

k )b̂k + (M34
k +M44

k )b̂†−k]. (24)

One can rewrite the interaction term for coupling the fermion to both density and spin normal modes as

Ĥf-bos =
∑
k6=0

Md(k)eik·R̂(âk + â†−k) +
∑
k6=0

Ms(k)eik·R̂(b̂k + b̂†−k). (25)

Here, we have introduced the density and spin interaction matrix elements

Md(k) = gF1
√
n1(M11

k +M21
k ) + gF2

√
n2(M31

k +M41
k ) , (26)

Ms(k) = gF1
√
n1(M13

k +M23
k ) + gF2

√
n2(M33

k +M43
k ) (27)

using symmetric M11
k + M21

k = M12
k + M22

k and analogously for the 3, 4 components. As a consistency check one
confirms [60] that when the interactions between different bosonic species are turned off, assuming the same boson-boson
scattering length for both species, the matrix in Eq. (17) becomes block diagonal as

Âk

Â†−k
B̂k

B̂†−k

 =


uk v∗−k 0 0
vk u∗−k 0 0
0 0 uk v∗−k
0 0 vk u∗−k



âk
â†−k
b̂k
b̂†−k

 (28)

with the Bogoliubov coherence factors uk, vk [62]. In this case one readily recovers the standard interaction matrix
elements [61] with ω(0)

k = k2/2m,

Md(k) = gF1
√
n1

√
ω

(0)
k

ωk
, Ms(k) = gF2

√
n2

√
ω

(0)
k

ωk
(29)
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using the identity uk + vk =

√
ω

(0)
k /ωk.

In general for the interacting spinor BEC, the interaction vertex between the fermion and the normal modes can be
written as (assuming symmetric n1 = n2 = n, m1 = m2 = m and g11 = g22 = g)

Md(k) =
√

2n
gF1 + gF2

2

√ω
(0)
k + (g + g12)n+ ωdk

2ωdk
−

√
ω

(0)
k + (g + g12)n− ωdk

2ωdk

 ,
Ms(k) =

√
2n

gF1 − gF2

2

√ω
(0)
k + (g − g12)n+ ωsk

2ωsk
−

√
ω

(0)
k + (g − g12)n− ωsk

2ωsk

 .
We define the effective fermion-spin coupling gF = (gF1 − gF2)/2 and expand the spin-fermion vertex for small
δg = g − g12 near the transition to phase separation as

Ms(k) =
√

2n gF

(
1− δg n

2ω
(0)
k

+O(δg2)

)
. (30)

For small δg this is well approximated by the leading constant term. At the same time, the density-fermion vertex
remains suppressed. Near the transition to the droplet phase, instead, the density normal modes become soft and the
density-fermion vertex is enhanced, while the spin-fermion vertex remains suppressed for small momenta.
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