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#### Abstract

The concept of universality has shaped our understanding of many-body physics, but is mostly limited to homogenous systems. Here, we present a first study of universality on a non-homogeneous graph, the long-range diluted graph (LRDG). Its scaling theory is controlled by a single parameter, the spectral dimension $d_{s}$, which plays the role of the relevant parameter on complex geometries. The graph under consideration allows us to tune the value of the spectral dimension continuously and find the universal exponents as continuous functions of the dimension. By means of extensive numerical simulations, we probe the scaling exponents of a simple instance of $O(\mathcal{N})$ symmetric models on the LRDG showing quantitative agreement with the theoretical prediction of universal scaling in fractional dimensions.


Universality lies at the core of the modern theory of critical phenomena. With this concept one refers to the property of the scaling laws, observed in the vicinity of a thermal phase transition (PT) or of a quantum critical point (QCP), not to depend on the microscopic details of the model at hand ${ }^{112}$. In particular, in typical lattice systems with finite range interactions the critical exponents are not affected by any modification in the interaction range or in the structure of the regular lattice.

One of the fundamental consequences of universality is the possibility of identifying continuous field theories, whose universal properties exactly reproduce experimental and numerical observations of actual lattice models for given values of the dimension $d$ and the symmetry properties of the order parameter 3 .

The most celebrated example of universality in this context is represented by $O(\mathcal{N})$-symmetric field theories, which describe the critical properties of a wide range of physical transitions, such as finite temperature ferromagnetic, quantum anti-ferromagnetic, liquid-vapour, superfluid and superconducting transitions ${ }^{2}$. The microscopic action of $O(\mathcal{N})$ field theory reads

$$
\begin{equation*}
S[\varphi]=\int d^{d} x\left\{\frac{1}{2} \partial_{\mu} \boldsymbol{\varphi} \cdot \partial_{\mu} \boldsymbol{\varphi}+\frac{m^{2}}{2}|\boldsymbol{\varphi}|^{2}+\frac{g}{24}|\boldsymbol{\varphi}|^{4}\right\} \tag{1}
\end{equation*}
$$

where $\varphi$ is an $\mathcal{N}$-component vector, $\mu$ runs over all the coordinates of the $d$-dimensional Euclidean space, while $m^{2}$ and $g$ are the couplings of theory, which may depend on the details of the microscopic model under study.

The model in Eq. (1) undergoes a spontaneous symmetry breaking (SSB) transition at a critical value $m^{2}=m_{c}^{2}$. In the symmetry broken phase $m^{2}<m_{c}^{2}$ a finite condensate or magnetization appears leading to a finite groundstate expectation of the field operator $\varphi$, i.e. $\langle\boldsymbol{\varphi}\rangle \neq 0$. As the square mass approaches the critical point $m^{2} \rightarrow m_{c}^{2}$ the thermodynamic functions and observables display scaling behaviour, whose scaling indices are universal as they depend only on $d$ and $\mathcal{N}$ for any $g>0$. Between this large set of critical exponents only two are independent ${ }^{6-8]}$ and, in the following, we will mainly consider the correlation length critical exponent $\nu$ and the susceptibility exponent $\gamma$. The first is defined in terms of the
two-point function $\langle\boldsymbol{\varphi}(x) \boldsymbol{\varphi}(0)\rangle \approx \exp (-|x| / \xi) /|x|^{d-2}$ in the symmetric phase, where the correlation length scales as $\xi \approx\left(m^{2}-m_{c}^{2}\right)^{-\nu}$. The second one is normally related with the divergence of the susceptibility at criticality $\lim _{m^{2} \backslash m_{c}^{2}} \chi \approx\left(m^{2}-m_{c}^{2}\right)^{-\gamma}$.

By analytic continuation of perturbative field theoretic analysis and renormalization group investigations, it has been possible to derive continuous curves for the universal exponents of $O(\mathcal{N})$ field theories as a function of both parameters $(d, \mathcal{N}) \in \mathbb{R}_{+} \otimes \mathbb{R}^{[9]}[12$. Defining the anomalous dimension $\eta=2-\gamma / \nu$, one notices that the family of curves $\eta(d, \mathcal{N})$, and partially also $\nu(d, \mathcal{N})$, act as an order parameter for the appearance of non-mean-field universal scaling in $O(\mathcal{N})$ field theories and can be used to quantify the strength of many-body correlations at criticality ${ }^{13] 14}$. Most of the aforementioned field theoretic estimates accurately reproduce exact numerical simulations on regular lattices with integer dimensions ${ }^{12|15| 16]}$. In this perspective, it is fair to say that universality and critical scaling have been thoroughly scrutinized both via advanced theoretical tools and extensive numerical simulations, yielding a coherent quantitative description of universal properties on regular lattices.

On the other hand, complex systems, whose microscopic components occupy the sites of a nonhomogeneous graph rather than a regular lattice, are also expected to display universality, but their scaling behaviour still presents several open questions. The importance of universal scaling on complex networks, and non-homogeneous structures in general, shall become increasingly more relevant as atomic, molecular and optical (AMO) physics experiments push the control of Rydberg states to the single-atom level, allowing the construction of tuneable structures where non-homogeneity and strong correlations coexist ${ }^{[17]}$. At the same time, coherent Ising machines provide photonic realizations of large, programmable non-homogeneous networks operating near a phase transitior ${ }^{18}$.

## I. SPECTRAL PROPERTIES AND UNIVERSALITY ON COMPLEX NETWORKS

Most numerical investigations of critical phenomena on complex networks focus on small-world networks, where critical fluctuations are Gaussian, leading to mean-field universal behaviour, which is not affected by network properties such as clustering coefficients, degree correlations and fractal dimension ${ }^{19-21}$.

However, correlated scaling behaviour is expected to occur on complex networks with gapless Laplacian spectrum. There, the density of states (DOS) $\mathcal{D}(\varepsilon)$ of the Laplacian spectrum displays power-law scaling at low energies $(\varepsilon \rightarrow 0)$, leading to the definition of spectral dimension

$$
\begin{equation*}
\mathcal{D}(\varepsilon) \approx \varepsilon^{d_{s} / 2-1} \tag{2}
\end{equation*}
$$

see also Ref. ${ }^{[22]}$ for a more rigorous definition in terms of the infrared singularities of a Gaussian model. An integer spectral dimension $d_{s}$ is typical of regular lattices, where it coincides with the Euclidean and the fractal dimension $d_{s}=d=d_{f}$. The spectral dimension is commonly fractional on complex networks and its value controls the occurrence of SSB on these structures.

Indeed, for a discrete symmetry model $\mathcal{N}<2$ on regular lattices, SSB occurs if and only if $d>1$, while for continuous symmetries the corresponding condition is $d>2$, as stated by the celebrated Mermin-Wagner theorem ${ }^{[23] 24]}$ and its inverse ${ }^{[25] 26]}$. The extension of this result to non-homogeneous structures with $d_{s}>1\left(d_{s}>2\right)$ for discrete (continuous) symmetries has been described in Refs. ${ }^{27 / 28}$. The definition of spectral dimension itself displays some universal characteristics, such as the equivalence between Laplacian spectrum, vibrational spectrum and random walk definitions as well as the independence of the mass distribution in a Gaussian model ${ }^{29}$. Finally, the universal behaviour of $O(\mathcal{N})$ models on complex networks is solely determined by the spectral dimension in the $\mathcal{N} \rightarrow \infty$ limit and coincides with the one of large- $\mathcal{N}$ Heisenberg ferromagnets ${ }^{30 \mid 31}$.

All these findings indicate the spectral dimension as the natural control parameter for universality on complex networks, where it shall play the same role as the Euclidean dimension on regular lattices. However, at present no numerical simulations are available indicating that the universal behaviour of critical theories on complex networks with given $d_{s} \in \mathbb{R}_{+}$do indeed reproduce the scaling behaviour of continuous $O(\mathcal{N})$ field theories with $d=d_{s}$. This may be due to the lack of proper examples of graphs with well defined spectral dimension in the appropriate range $d_{s} \in[2,4)$ where correlated scaling behaviour appears. Here, we intend to provide substantial evidence that the universal scaling of microscopic statistical mechanics models on non-homogeneous structures is indeed described by an appropriate quantum field theory (QFT) in fractional dimension.

## II. SELF-AVOIDING RANDOM WALK ON THE LONG-RANGE DILUTED GRAPH

The microscopic model of our choice is a self-avoiding random walk (SARW), which hops between the vertices, along the edges, of a 2D long-range dilute graph (LRDG). The SARW is one of the simplest systems in statistical physics exhibiting correlated critical behaviour. We define $R_{N}$ as a measure of the extension of the SARW such as the end-to-end distance or the gyration radius after having performed $N$ steps. Then, in the $N \rightarrow \infty$ limit one has

$$
\begin{equation*}
\left\langle R_{N}^{2}\right\rangle \approx A N^{2 \nu} \tag{3}
\end{equation*}
$$

where $A$ is a non-universal constant and $\nu$ is a critical exponent, the celebrated Flory exponent. Moreover, in the same limit one can also define the critical exponent $\gamma$ via

$$
\begin{equation*}
p_{N} \approx e^{-\mu N} N^{\gamma-1} \tag{4}
\end{equation*}
$$

where $p_{N}$ is the survival probability for an $N$-step SARW and $\mu$ is the non-universal connective constant of the lattice. Remarkably, such a simple model is also able to reproduce very realistically various aspects of polymers in a solution ${ }^{[32[33]}$.

We employ the SARW as a prototypical example of universal behaviour as it possesses three highly valuable properties for our studies:
(i) It allows for efficient and reliable numerical simulations, which on regular lattices in $d=3$ led to high accuracy estimations of the correlation length exponent $\nu=0.587597(7)^{34}$. 36 .
(ii) Its free energy can be exactly related to the one of $O(\mathcal{N})$ field theories in the $\mathcal{N} \rightarrow 0$ limit 37 , yielding a direct continuum counterpart for its universality class ${ }^{[8]}$
(iii) Scaling arguments can be used to derive the celebrated Flory estimate ${ }^{40 / 41}$

$$
\nu= \begin{cases}3 /(d+2) & \text { if } d<4  \tag{5}\\ 1 / 2 & \text { if } d \geq 4\end{cases}
$$

for the correlation length exponent. These scaling arguments do not only reproduce the mean-field result in $d \geq 4$, but also give the exact result $\nu=$ $3 / 4$ in $d=2 \sqrt{42}$. As a consequence Eq. (5) provides a very reliable estimate for the universal exponent $\nu$ in the entire dimensional range $d \in[4,2]$ with only a $2.1 \%$ mismatch from the exact value in $d=3^{[8]}$.

On the other hand, the choice of the LRDG builds up on our previous studies on the long-range random ring $\left(\mathrm{LR}^{3}\right)^{43}$, where it was shown that the spectral dimension of a 1D lattice could be tuned in the range $d_{s} \in[1,+\infty)$ by the inclusion of additional links distributed according
to a power-law distribution as a function of the links' length $r$, i.e. $P=r^{-\rho}$. With respect to the $\mathrm{LR}^{3}$, its 2D generalization, i.e. the LRDG, has two main advantages:
(i) The disorder contribution to the spectral dimension $d_{s}$ is irrelevant, as we will argue in the following, suppressing the interplay between disorder and critical correlations and, hence, simplifying the comparison with the homogeneous model.
(ii) In the $\sigma \rightarrow \infty$ limit, the "long-range" disorder contribution vanishes and the LRDG reproduces a regular 2D lattice, where the SARW critical exponents are known exactly, providing a straightforward benchmark for our investigations.
Our conjecture is that any critical model whose microscopic components occupy the edges of the LRDG will display the same universality class as its continuous counterpart in $d=d_{s}$ dimensions. The existence of the critical point both for the LRDG with dimension $d_{s}$ and the continuous model with $d=d_{s}$ is granted by the generalization of the Mermin-Wagner theorem and its inverse to graphs ${ }^{27 / 28|44| 45}$. While these rigorous mathematical results on the existence of critical points on the LRDG have been confirmed numerically in Refs. 4647 , a numerical proof that the universality on graphs of dimension $d_{s}$ really corresponds to the one of the continuous theory in $d=d_{s}$ has been lacking up to now.

Let us now explain in detail how the LRDG is constructed: one starts considering a $L \times L$ Euclidean 2D lattice, and builds a graph in which each node corresponds to a point in the lattice, and each edge joins first neighbours. We impose periodic boundary conditions at the borders. Subsequently, we consider all possible edges connecting non-first-neighbours and add them to the graph with probability $P=r^{-\rho}$ for Euclidean distance $r$ between the two sites (see Fig. 1). For convenience we rewrite our decay exponent as $\rho=2+\sigma$ and we consider the $\sigma>0$ case from now on. Note that the in the limiting case $\sigma=-2$ we obtain the fully-connected i.e. complete - graph, whereas for $\sigma \rightarrow \infty$ we recover the underlying Euclidean lattice with no additional edges. Several analytic expressions for the graph properties of LRDG and its generalizations are known 48 .

One may expect that the equivalent fractional dimension $d_{s}$ of the LRDG is related to $\sigma$ via the relation

$$
d_{s}= \begin{cases}\frac{(2-\eta) d_{\text {latt }}}{\sigma} & \text { if } \sigma<2-\eta  \tag{6}\\ d_{\text {latt }} & \text { if } \sigma \geq 2-\eta\end{cases}
$$

where $d_{\text {latt }}$ is the (Euclidean) dimension of the underlying lattice, i.e. $d_{\text {latt }}=2$ in our case. The quantity $\eta$ encodes the contribution arising due to disorder correlations. Indeed, averaging the adjacency matrix of the LRDG graph with respect to the probability distribution $P$, one obtains a conventional fully connected long-range system ${ }^{[17] 49]}$. This procedure is referred to as annealed disorder average (ADA) and leads to the spectral dimension $d_{s}=2 d / \sigma$ for $\sigma<2$, i.e. $\eta=0$ as expected. On the


FIG. 1. The complex network has a $d=2$-dimensional square lattice as a backbone, with additional longer-range links (marked in red) switched on with probability $p_{i j}=r_{i j}^{-d-\sigma}$ that depends as a power-law on the distance $r_{i j}$ between sites $i$ and $j$. The local connectivity $k$ (in the figure, $k=6$ at site $i$ and $k=5$ at site $j$ ) follows a broad distribution.
other hand, when the disorder is properly accounted for and the average is taken directly on the spectrum, i.e. a quenched disorder average (QDA), one finds $\eta \neq 0$ for the $\mathrm{LR}^{3}$ model ${ }^{43}$. However, previous studies of the LRDG appeared to be consistent with $\eta=0$ also for $\mathrm{QDA}^{46}$.

Once the graph is constructed, one has to work out a way of generating SARWs on top of it. Whereas exact enumeration approaches are possible ${ }^{[50}$, critical exponents and related quantities are better investigated by means of stochastic Monte Carlo (MC) approaches. Recently, high-precision MC tools for SARWs have been developed, essentially sophisticated refinements of the pivot algorithm ${ }^{5152}$, allowing to make the determination of the Flory exponent one of the most precise quantities ever measured in statistical mechanics ${ }^{52}$, up to 6 significant digits. Remarkably, this class of algorithms proves wrong the conjecture by Soka $\frac{\sqrt{53}}{}$ that no effectively independent SARW can be generated from an existing one faster than $O(N)$ for walks of length $N$.

Unfortunately, these novel methods make use of the underlying symmetries of the Euclidean lattice, and cannot be extended to the LRDG. Therefore, for the present investigation we use an extension of the simpler 'slithering-tortoise' algorithm ${ }^{[54}$, a dynamic, local Monte Carlo algorithm, based on the simple idea of constructing an ergodic process, moving through the space of all SARW configurations on a given lattice, using two simple moves that can straightforwardly be adapted to our case. The moves consist simply in fixing one end of the SARW at one vertex in the graph, and start by considering a 0 length walk. The ' + ' update will then extend the SARW by one step, selecting a candidate with probability $P(+)$, while the '-' update will reduce the length of the SARW by one step with probability $P(-)$. In case an update leads to a self-intersection or tries to shorten a 0-length walk, the move is rejected - null transition - and the old configuration is counted again. The following choices for the acceptance probability of each update satisfy the
detailed balance condition

$$
\begin{equation*}
P(+)=\frac{q \beta}{1+q \beta} \quad P(-)=\frac{1}{1+q \beta} \tag{7}
\end{equation*}
$$

where $q$ is the number of neighbours in the graph before proposing the update in $P(+)$, and after (eventually) accepting the update in $P(-)$. Furthermore, the parameter $\beta$ in the transition probabilities plays the role of a pseudochemical potential, regulating the average length of the walk; it can be easily demonstrated ${ }^{54}$ that a walk $\omega$ will be sampled by this update scheme with probability

$$
\begin{equation*}
\pi(\omega) \propto \beta^{|\omega|} \chi_{\mathrm{SAW}}(\omega) \tag{8}
\end{equation*}
$$

where $|\omega|$ is the length of the walk, and $\chi_{\text {SAW }}(\omega)$ equals 1 for a SARW and 0 for a self-intersecting walk. In practice, $\beta$ can be tuned empirically until the average length of the walks reaches the desired value. One immediately notices that the algorithm is ergodic also for SARWs as any walk can be constructed simply be erasing the existing one and reconstructing the desidered walk - while also generating samples largely correlated, the autocorrelation time being $\tau \sim\langle N\rangle^{2}$.

In our simulations we considered Euclidean lattices up to $L \times L=256 \times 256$ as the backbone for the construction of an LRDG graph, with $\sigma$ varying in the range [1, 2]. Our MC simulations consist of 128 averages over different realizations of the LRDG with the same effective dimension, while also averaging over 128 different walks on the same graph, also with different randomly-chosen starting sites. After an initial thermalization of $5 \cdot 10^{6} \mathrm{MC}$ steps, we perform $20 \cdot 10^{6} \mathrm{MC}$ steps, sampling the end-to-end radius - using the underlying Euclidean metric - and the survival probability as a function of the SARW length $N$.

## III. ANALYSIS AND RESULTS

At first, we determine the spectral dimension $d_{s}$ of each different realization of the LRDG, by calculating the low-energy spectrum of the graph Laplacian ${ }^{55}$ associated to each graph, subsequently inferring the spectral dimension via a procedure detailed in the Appendix. A similar analysis has been performed for the 1D case in Ref. ${ }^{43}$ comparing it against other approaches; we verified that the Laplacian spectrum method provides the best estimates also in the LRDG case. The outcome of the numerical analysis presented in the App. A is reported in Fig. 2, where the spectral dimension of the LRDG model is compared with the equivalent result for fully connected long-range interactions reported in Eq. (6).

The numerical estimates of $d_{s}$ obtained for the LRDG (blue circles in Fig. 2 ) do not display any substantial shift away from the ADA prediction and are overall consistent with a correction $\eta=0$ for $\sigma<1.5$. At larger values of $\sigma$ the deviation from the ADA estimate $d_{s}=2 d / \sigma$ grows and reaches a maximum at $\sigma \approx 2$. From this, one would at first glance conclude that $\eta \neq 0$ also for the


FIG. 2. Spectral dimension $d_{s}$ of the LRDG graph as obtained from the scaling of the Laplacian spectrum (blue circles), compared with the analytical result obtained for fully-connected long-range interactions (grey dashed line). The deviation in the neighbourhood of $\sigma=2$ is a consequence of logarithmic corrections, see the discussion in the main text.

LRDG, as found already for the $\mathrm{LR}^{3}$ mode ${ }^{\underline{43} \text {. However, }}$ while the $\mathrm{LR}^{3}$ produced a correction $\eta>0$, which may be connected with the anomalous dimension of the Ising universality class in the standard theory of critical phenomena ${ }^{[43}$, the deviation observed in Fig. 2 would yield a correction $\eta<0$, which is not customary in conventional models of criticality, with the exception of percolation in $d \geq 3^{56-58}$. Therefore, the deviation observed for $1.5 \lesssim \sigma \lesssim 2.5$ in Fig. 2 will not persist in the thermodynamics limit, in agreement with the results displayed in Ref. ${ }^{46}$. Rather it originates from a systematic error produced by the presence of logarithmic corrections at the marginal value $\sigma=2$, due to the long-range nature of disorder becoming irrelevant beyond that threshold. A similar phenomenology is observed in multiple long-range models ${ }^{49}$ and has proven extremely hard to capture 5960 due to the large sizes needed in the simulations ${ }^{61}$. As we are interested mostly in the neighbourhood of $d_{s}=3$, which falls below $\sigma=1.5$, we leave the analysis of logarithmic corrections to future work.

In order to validate the universality of scaling phenomena on the LRDG graph, we computed the correlation length exponent of the SARW on the graph. The results of this analysis are reported in Fig. 3 and compared with the theoretical expectation obtained by the Flory theory, replacing the integer dimension $d$ with the spectral dimension $d_{s}$ in Eq. (5). The MC data fall neatly on the theoretical curve in the entire range $d_{s} \in[2,3.5]$ providing a very strong indication of universality in the LRDG. In the region $d_{s} \approx 4$ the agreement is poorer, but as expected from the appearance of logarithmic corrections close to the mean-field threshold ${ }^{62}$. Indeed, numerical studies at (and above) the upper critical dimension ( $d_{\mathrm{uc}}=4$ in our case) are plagued by logarithmic


FIG. 3. Inverse correlation length exponent $1 / \nu$ as a function of the spectral dimension $d_{s}$, as obtained from Monte Carlo simulations (red diamonds), compared with analytical/numerical results in integer dimensions (black squares) and with the prediction obtained by Flory theory Eq. (5) with $d=d_{s}$ (gray dashed line). Uncertainties on the regular lattice are not shown as the values in $d=2,4$ are exact and the one in $d=3$ has a precision better than $0.01 \%$.
and finite-size corrections, which need to be explicitly accounted for in order to reproduce the expected universal predictions $\sqrt{63 / 65}$. The impact of these logarithmic corrections on our numerical analysis is evident in the study of the curve collapse that we use to determine the universal scaling region, see the Method sections.

Another (much slighter) discrepancy is observed at $d_{s} \gtrsim 2$, possibly due to the systematic error encountered in the determination of the spectral dimension at $\sigma \approx 2$, see the discussion of Fig. 2 . The evolution of the correlation length exponent as a function of $d_{s}$ substantially confirms the conjecture that the universality on the LRDG network only depends on the low-energy spectrum as it matches the Flory prediction, which derives solely from the low-energy scaling theory. Interestingly, this correspondence also extends to the case of self-avoiding Lévy flights (SALF) in 1D, where the length of the jump is distributed according to a power-law distribution, whose critical exponents were shown to coincide with the Flory estimate in Ref. ${ }^{66}$.

## IV. CONCLUSIONS AND FUTURE PERSPECTIVES

We have presented a numerical study of self-avoiding random walks (SARW) on a simple graph with tuneable spectral dimension. The graph structure is depicted in Fig. 1] which we refer to as long-range diluted graph (LRDG). As a function of the decay exponent $\sigma$ of the power-law probability distribution the graph realizes all possible spectral dimensions $d_{s} \in[2,+\infty)$, similarly to
the case of fully connected long-range interacting systems ${ }^{[17 / 49}$. However, the LRDG is merely a simple graph with constant couplings and, therefore, it rather corresponds to a nearest neighbour model on a complex topology ${ }^{[43}$.

In this perspective, the model has already been used to investigate several properties of complex systems and spin glasses as a function of a continuous dimension 67171 . Here, we employ the LRDG to investigate universal scaling on complex topologies. However, in contrast to previous studies in spin glasses, our model has no frustration and is perfectly self-averaging, as we have already shown in Ref. ${ }^{43}$ for the 1D version.

The self-averaging nature of the LRDG is crucial to ensure proper universality. In fact, it is known that pathological graphs exist where the local expectation of the spectral dimension does not coincide with the one observed on average ${ }^{[72}$, leading to universality violations and, in particular, to the lack of spontaneous symmetry breaking in $d_{s}>2^{44 / 73 \cdot 76}$.

To our knowledge, the dependence of the correlation length exponent $\nu$ on $d_{s}$ displayed in Fig. 3 is the first numerical evidence of correlated universality on nonhomogeneous structures. Previous efforts focused on exactly solvable models ${ }^{[29] 3177]}$ or on the existence of SSB ${ }^{46 / 47}$, while the study of critical indices as a function of a continuous spectral dimension appears here for the first time. The agreement between the numerical findings (red diamonds in Fig. 33) and the theoretical prediction in Eq. (5), which has been derived by simple scaling arguments (without any information on the structure of the LRDG), is a strong indication of universality on the LRDG graph. Moreover, the theoretical prediction in Eq. (5) has already been shown to reproduce the critical scaling of SALF ${ }^{66}$, whose scaling theory is akin to the one of our model.

Although Fig. 3 furnishes a strong indication of universality on the LRDG graph, this universality has to be intended in the weak sense for two reasons:
i A complete characterization of universality for $O(\mathcal{N})$ models would require also the study of the critical exponent $\gamma$ (or of any other independent critical exponent).
ii The critical exponent of LRDG in $d_{s}=3$ appears not to coincide with the known result on the square lattice in $d=3$ (gray squares in Fig. 3).

Regarding point (i), it is worth noting that the critical exponent $\gamma$ of the SARW has been conjectured to be non-universal ${ }^{[78]}$ based on conformal field theory arguments. Accordingly, numerical simulations have evidenced small variations of $\gamma$ depending on the lattice under study ${ }^{[79}$; different authors attributed these corrections to strong finite-size scaling and eventually recovered universality 80 . Until this issue is resolved, any study of the critical index $\gamma$ of the SARW cannot shed any further light on the universality of simple graphs.

Point (ii) is more subtle. It is well known that the critical exponent $\nu$ of SARW deviates from the Flory estimate by $2.1 \%$ on the square lattice in $d=3^{[36}$. Nevertheless, Ref. ${ }^{[66]}$ claims that SALF obey the Flory estimate in the entire $\sigma$ range, although the accuracy of those numerical estimate does not seem sufficient to resolve a $2.1 \%$ deviation. Still, it is possible that SALF exactly reproduces the Flory estimate while the SAW on a regular lattice does not, since it is known that critical exponents of long-range models generally differ from the ones of their nearest-neighbour equivalents in an effective dimension 60181 . While we believe that the current model is closer to a nearest-neighbour model with complex topologies, having all the couplings of the same strength, the numerical estimates in Fig. 3 appear to be more consistent with the Flory estimates (gray dashed lines) rather than with the results on the regular lattices (gray empty square). Yet, the extent of the numerical uncertainties does not allow us to draw a final line under this issue. Interestingly, evidence of a possible weak universality has recently been discussed for percolation models on graphs, which, despite being closely related to SARW, do not have a direct field theoretic counterpart ${ }^{82}$.

In the future, numerical analysis in the neighbourhood of $d_{s}=3$ shall be extended in order to increase the accuracy and to inspect possible deviations of the universal behaviour from the Flory prediction. Also, the study of different $O(\mathcal{N})$ universality classes such as the Ising $(\mathcal{N}=1)$ or XY $(\mathcal{N}=2)$ are envisaged. With the progress in the manipulation of Rydberg atoms confined into optical tweezers, it will be possible to realize quantum simulations of complex systems on non-homogeneous topologies ${ }^{[83}$, similarly to the ones performed in fully-connected models ${ }^{[84}$. This will certainly boost the importance of the study of universality on non-homogeneous structures.

Our studies pave the way to the use of diluted models to perform numerical simulations of universal physics on fully-connected long-range systems. Indeed, they both share the same scaling properties and, according to our studies, they are likely to exhibit the same universal phenomena. Since diluted models have a reduced degree of connectivity and, even, sparse coordination matrices ${ }^{[43] 46]}$, they may be used to perform large-scale quantum simulations of strongly interacting models with nonanalytic spectral properties at a fraction of the effort.

## V. METHODS

The present method section summarizes how we obtained the estimate for $\nu$ from the numerical simulations, while the procedure for the determination of $d_{s}$ is reported in the App.A. After having performed a MC simulation and obtained an estimate for the end-to-end distace $\left\langle R^{2}(N)\right\rangle$, the main difficulty encountered by the numerical analysis derives from the presence of systematic corrections to the $\left\langle R^{2}(N)\right\rangle$ curve both at small and large values of $N$. The small $N$ deviations naturally occur due
to subleading corrections $O\left(N^{\omega}\right)$ with $\omega<2 \nu$, which modify the leading order scaling reported in Eq. (3). At large values of N , on the other hand, the universal scaling is disrupted by the finite size of the LRDG graph, which affects long walks that can wind around the boundary of the system.

In order to extract the correlation length index from the scaling of $\left\langle R^{2}(N)\right\rangle$, one needs to identify a suitable region of $N$ where one can reasonably apply the relation in Eq. (3). The aforementioned universal region may be identified by observing the collapse of different curves $\left\langle R^{2}(N)\right\rangle$ for different system sizes $L$. This analysis is reported in Fig. 4, for both $\sigma=1.8$ and $\sigma=1.1$. In both


FIG. 4. Logarithmic derivative of the average spatial extent of the random walk as a function of the inverse logarithm of the number of steps $N$. Data shown for $\sigma=1.8$ and $\sigma=$ 1.1, corresponding to $\rho=3.8$ (top) and $\rho=3.1$ (bottom), for different lattice sizes: $L \times L=64 \times 64$ (blue), $128 \times$ 128 (yellow), $256 \times 256$ (green). The collapse region is well established for larger values of $\rho$ and corresponds to a regime where scaling corrections and finite sizes effects are negligible, so that the one can define a 'confidence region', as bracketed by the vertical red dashed lines, and extrapolate from there the critical exponent.
cases the collapse is rather evident in a wide region of $N$. The "universal window" is identified as the range of $N$ where the disagreement of the three curves remains below $5 \%$. The same analysis has been repeated for all values of $\sigma$ resulting in very extended and well defined fitting regions for all $\sigma \gtrsim 1.5$, similarly to what is reported in the upper panel in Fig. 4 . For $1.5 \gtrsim \sigma \gtrsim 1.1$ the collapse region is less extended but still pronounced enough to
obtain reliable $\nu$ estimates, at least up to $d_{s} \simeq 3.5$, see the lower panel in Fig. 4 . Finally, in the region $\sigma \leq 1$ (corresponding to $d_{s} \geq 4$ ) it is not possible to identify a clear universal region and, accordingly, the $\nu$ estimates become less precise. As a consequence the agreement between our data and the theoretical line is poorer in this region, see Fig. 3 .

Once the universal regime has been determined following the aforementioned procedure, the computation of the Flory critical exponent $\nu$ is rather straigthforward. The numerical data in the universal window are interpolated via a linear function of the inverse walk length and then extrapolated to $N \rightarrow \infty$, see more details in App.B.
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## Appendix A: Determination of the spectral dimension $d_{s}$

In order to determine the spectral dimension $d_{s}$ of the 2D long-range dilute graph (LRDG) as a function of $\rho$, we generate 64 different graph realizations for each value of $\rho$, for different sizes of the underlying lattice, from $32 \times 32$ up to $768 \times 768$. For each realization we calculate the lattice Laplacian, defined as
$L_{i j}= \begin{cases}1 & \text { if } i=j \\ -\frac{1}{\sqrt{\operatorname{deg}\left(v_{i}\right) \operatorname{deg}\left(v_{j}\right)}} & \text { if } i \neq j \text { and } v_{i} \text { is adjacent to } v_{j} \\ 0 & \text { otherwise }\end{cases}$
where $i, j$ run over all vertices $v_{i}, v_{j}$ of the graph and $\operatorname{deg}\left(v_{i}\right)$ is the degree of the $i$-th vertex. Subsequently, we obtain the low-lying eigenvalues of the Laplacian matrix using the implicitly restarted Arnoldi-Lanczos method. Finally, we average over the different realizations of the graph. A typical averaged lattice Laplacian spectrum corresponding to $\rho=3$ is shown in Fig. 5, we observe that, in the present two-dimensional case, low-lying eigenvalues are arranged in quartets. The Laplacian spectrum can be used to provide an accurate determination of the spectral dimension as a function of $\rho$. In order to do so, we recall that the scaling of the $i$-th eigenvalue $E_{i}$, when varying the linear size $L$ of the underlying two-dimensional $L \times L$ lattice, follows the relation

$$
\begin{equation*}
E_{i} \sim L^{4 / d_{s}} \tag{A2}
\end{equation*}
$$



FIG. 5. The lowest 64 eigenvalues of the lattice Laplacian a two-dimensional long range dilute graph with $\rho=3.0$, obtained by averaging 16 different graph realizations, and fitted with a power law.

We then consider three averaged Laplacian spectra from graphs of different sizes $L_{i} \times L_{i}, i=1,2,3$, extracting the spectral dimension $d_{s}$ from the scaling of the eigenvalues. We find that replacing every quartet with a single representative average yields slightly better precision.

In addition to this, to correct for nonlinearities, we apply the method just described to several triplets of different lattice sizes, in particular using the triplets $(32,64,128),(48,96,192),(64,128,256),(96,192,384)$, $(128,256,512)$, and $(192,384,768)$. For each triplet, we consider the result of the $d_{s}$ determination as a function of $1 / L_{\text {max }}$, where $L_{\text {max }}$ is the largest lattice size in the triplet. For $\rho \lesssim 4$ we observe a consistently linear trend in this plot, allowing one to obtain a very precise extrapolation of the spectral dimension to infinite size, see Fig. 6, left panel. On the other hand, starting at $\rho \approx 4$ one observes a breakdown of this linearity, see Fig. 6 middle and right panel. In this case we have to exclude the largest or the two largest sizes from the final extrapolation. Our final determination of the critical dimension $d_{s}$, as used in the main text, follows this analysis, see Fig. 7.

## Appendix B: Determination of critical exponent $\nu$

Let us consider a self-avoiding random walk (SARW) of length $N$ on a two-dimensional long-range dilute graph, and let us call the position at the $i$-th step $\omega_{i}$. Without loss of generality, for an infinite graph one can always take $\omega_{0}$ to coincide with the origin. We measure distances according the metric of the underlying square lattice. The spatial extent of the self-avoiding random walk is conventionally measured by the end-to-end distance

$$
\begin{equation*}
R_{e}^{2}=\omega_{N}^{2} \tag{B1}
\end{equation*}
$$



FIG. 6. Final extrapolation of the spectral dimension for different values of $\rho$. Note that a strong nonlinear behavior starts to emerge for the largest lattice size for $\rho \gtrsim 4$.


FIG. 7. Final determination of the spectral dimension $d_{s}$ as a function of $\rho$; the dashed line guides the eye.
by the squared gyration radius

$$
\begin{equation*}
R_{g}^{2}=\frac{1}{N+1} \sum_{i=0}^{N}\left(\omega_{i}-\frac{1}{N+1} \sum_{j=0}^{N} \omega_{j}\right)^{2} \tag{B2}
\end{equation*}
$$

which is the mean squared distance of each monomer of the SARW with respect to the center of mass, or by the mean squared distance of a monomer from the endpoints

$$
\begin{equation*}
R_{m}^{2}=\frac{1}{2(N+1)} \sum_{i=0}^{N}\left(\omega_{i}^{2}+\left(\omega_{i}-\omega_{N}\right)^{2}\right) \tag{B3}
\end{equation*}
$$

All these quantities exhibit the same asymptotic behaviour

$$
\begin{equation*}
\left\langle R_{e}^{2}\right\rangle,\left\langle R_{g}^{2}\right\rangle,\left\langle R_{m}^{2}\right\rangle \sim N^{2 \nu} \tag{B4}
\end{equation*}
$$

where $\nu$ is a critical exponent, and the ratios of these quantities, e.g. $\left\langle R_{g}^{2}\right\rangle /\left\langle R_{e}^{2}\right\rangle$, are constant and universal. Therefore, in the following analysis we focus on the end-to-end distance, and we define $R \equiv R_{e}$. In order to determine $\nu$ numerically, we run Monte Carlo simulations using an extension of the tortoise algorithm - as


FIG. 8. Logarithm of the average spatial extent of the random walk as a function of the logarithm of the number of steps, for $\rho=3.1$ and different lattice sizes. One can read off the critical exponent $\nu$ in the region where the three data sets exhibit approximately the same slope.
explained in the main text - on graphs of dimensions $64 \times 64,128 \times 128$ and $256 \times 256$. We consider 128 different graph realizations for each value of $\rho$, and for each realization we average over 128 Monte Carlo runs, each run consisting of $5 \cdot 10^{6}$ thermalization steps, followed by an additional $20 \cdot 10^{6}$ sampling steps. The simulation parameter $\beta$ is preliminarily tuned as to obtain an average length of the SARW of $N=600$.

While analyzing the Monte Carlo data for $\left\langle R^{2}(N)\right\rangle$, one must note that the main difficulty comes from the fact that the simple power law in Eq. (B4) is modified both at small and large values of $N$. For small $N$, one expects the scaling corrections to play a relevant role. Indeed, using RG arguments $\sqrt{85-87}$, one can derive the corrected scaling

$$
\begin{equation*}
\left\langle R^{2}\right\rangle \sim N^{2 \nu}\left(1+\frac{b_{1}}{N^{\Delta_{1}}}+\frac{b_{2}}{N^{\Delta_{2}}}+\ldots\right) \tag{B5}
\end{equation*}
$$

where the exponents $0<\Delta_{1}<\Delta_{2}<\ldots$ and the constants $b_{i}$ are non-universal. On the other hand, for large values of $N$ - more precisely for values comparable to
the lattice size $L$ - one expects that the finite size of the $L \times L$ lattice used in numerical simulations would also modify the expected scaling as a sizeable fraction of the walks span the entire graph.

One then aims to identify an intermediate region where the scaling corrections of Eq. (B5) and finite-size effects are smaller than the desired precision. In order to find this region we consider $\log \sqrt{\left\langle R^{2}(N)\right\rangle}$ as a function of $\log (N)$ for different lattice sizes, as shown in Fig. 8. It shows that the length of the walks for different lattice sizes, which depends on $L$ due to the long-range nature of the graph, scales with the same slope in the log-log plot, and hence with the same critical exponent $\nu$. We can further refine this analysis by taking the derivative of the data in Fig. 8, which is shown in the main text in Fig. 4. A scaling region at intermediate values of $N$ is apparent where the curves for different lattice sizes $L$ overlap for $0.25 \lesssim 1 / \log (N) \lesssim 0.4$ in the top panel, as marked by the red dashed lines. We observe an unambiguous collapse region for large values of $\rho \gtrsim 4$, while for smaller values of $\rho$ the collapse region is less pronounced (bottom panel).

This behaviour suggests how to carry out the final analysis for the determination of $\nu$ : at first one defines a 'confidence region' where the collapse of the curves is observed. In this collapse region one finds $\nu(N)$ independent of $L$ and can extrapolate to $\nu=\nu(N \rightarrow \infty)$ as
the intercept on the vertical axis (top panel of Fig. 4). For smaller values of $\rho$, as shown in the bottom panel of Fig. 4, we find that a reliable procedure consists in extrapolating with a linear function tangent to the dataset for the largest lattice size (green curve). The final $\nu$ values resulting from this analysis are shown in Fig. 9.


FIG. 9. Final determination of the critical exponent $\nu$ as a function of $\rho$. The dashed line guides the eye.
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