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Phenomenological perspective

Empirical evidence from RHIC (and LHC):

-  Matter produced in heavy ion collisions 
exhibits fluid behavior from very early 
time on (elliptic flow, sensitivity to 
fluctuations in initial conditions, etc)

-  The fluid has very special transport 
properties, in particular a small value of the 
shear viscosity to entropy density ratio
            

Fluid behavior requires (some degree of ) local equilibration. 
How is this achieved?  
            



Elements of  a scenario for thermalization
in heavy ion collisions

- initial dynamics involves classical color fields (CGC), with 
characteristic saturation scale Qs
- instabilities  play an important role: isotropization, cascade 
towards the infrared leading to large occupancy of (very) 
soft modes  [cf. talks by Rebhan and Fukushima]
- because of the large occupation, the system remains 
strongly coupled in spite of the small coupling constant
- a transient Bose condensate may form if particle number 
conserving processes dominate. This may be accompanied by 
formation of turbulent cascades [cf. talk by Berges]

 More in the report from the EMMI Rapid Reaction Task Force on 
'Thermalization in Non-abelian Plasmas', arXiv: 1203.2042[hep-ph]



What is the fluid made of  ?
What are the important degrees of freedom ? 

(quasi) particles ? massive quarks and gluons ?

(classical) fields  (color field, or AdS)

or both? in a plasma, at weak coupling, separation of 
hard (particles) and soft (collective) modes, that  are 
coupled together   (hard loops)

jµind(x) =
Z

d3p
(2⇤)3

vµ� f (x, p) =
Z

dy�µ⇥(x, y)A⇥(y)



High density partonic systems

 Large occupation
 numbers

xG(x,Q2)
⇥R2Q2s

⇠ 1
�s

saturation fixes the initial scale

✏0 = ✏(⌧ = Q�1s ) ⇠
Q4s
↵s

n0 = n(⌧ = Q�1s ) ⇠
Q3s
↵s

�0/n0 ⇠ Qs



The over-populated quark-gluon 
plasma



Thermodynamical considerations

Initial conditions 

✏0 = ✏(⌧ = Q�1s ) ⇠
Q4s
↵s

n0 = n(⌧ = Q�1s ) ⇠
Q3s
↵s

�0/n0 ⇠ Qs

n0 ⇥�3/40 ⇠ 1/�1/4s

✏eq ⇠ T 4 neq ⇠ T 3

mismatch by a large factor (at weak coupling)

overpopulation parameter 

In equilibrated quark-gluon plasma 

��1/4s

(t0 ⇠ 1/Qs)

Will the system accommodate the particle excess by forming a 
Bose-Einstein condensate ?



Kinetic evolution dominated by 
elastic collisions

[work in collaboration with Jinfeng Liao 
and Larry McLerran]
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Abstract

Notes on the derivation of the transport equation for gluons in the small angle
approximation.

1 Introduction

We assume that there is a transport equation for the single particle distribution
of the following form

Dtf1 =
1

2

∫ d3p2
(2π)32E2

d3p3
(2π)32E3

d3p4
(2π)32E4

1

2E1
| M12→34 |2

× (2π)4δ(p1 + p2 − p3 − p4){f3f4(1 + f1)(1 + f2)− f1f2(1 + f3)(1 + f4)}
(1)

where

Dt ≡ ∂t + $v1 · $$, (2)

and the factor 1/2 in front of the integral is a symmetry factor. Summation
over color and polarization is performed on the gluons 2,3,4; average over
color and polarization is performed for gluon 1. The distribution function f is
a scalar object (i.e., independent of color and spin). We have

f(x,p) =
(2π)3

2(N2
c − 1)

dN

d3xd3p
, (3)

where N denotes the total number of gluons. In other words, f denotes
the number of gluons of a given spin and color in the phase-space element
d3xd3p/(2π)3.
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where we have used energy conservation, q0 = v1 · q = v2 · q (valid in small
angle approximation - see below) and set x ≡ q0/q. Also v1 = v2 = 1. Finally,

| M |2= 576g4E2
1E

2
2

((1− x2)2(1− cosφ2)2

(1− x2)2(q2)2
= 576g4E2

1E
2
2

(1− cosφ2)2

(q2)2
.

(40)

Note that if one takes into account screening corrections on the exchanged
gluon, one gets a similar expression (see e.g. [7])

| M |2= 576g4E2
1E

2
2

∣

∣

∣

∣

∣

1− x2

q2
0 − q2 − ΠL

−
(1− x2) cosφ2

q20 − q2 −ΠT

∣

∣

∣

∣

∣

2

. (41)

3 The kinetic equation as a diffusion equation

We assume now that the gluons have an effective mass m, and thus their
energy is given by

Ep =
√

p2 +m2 (42)

and the corresponding velocity vector is given by v = p/Ep.

Following Landau and Lifshitz, we write the collision integral as

C(f) = −∇ · S = −
∂Si

∂pi
. (43)

Note that the flux S is defined here as “loss” minus “gain”.

3.1 Diffusion in momentum space

In order to estimate Si, we consider the flux of particles through a surface
element orthogonal located at p̄1 and perpendicular to the pi axis (here pi
denotes the component of p1): we need to count particles crossing the surface
element with positive momenta minus those crossing the same surface element
with negative momenta. The particles that cross with positive momenta have
components between pi − qi and pi (these are the particles of momentum p1

that in a collision with a particle of momentum p2 receive a kick of momentum

8

Boltzmann equation with 2->2 scattering

p1
p3 = p1 + q

p4 = p2 − qp2

Gluon distribution function 

Boltzmann equation



θ

p1 p2

p3

p4

Fig. 1. Colllision in the center of mass frame

The matrix element for gluon-gluon scattering (1 + 2 → 3 + 4) reads

| M |2= 128π2α2
SN

2
c

[

3−
t u

s2
−

s u

t2
−

t s

u2

]

, 128π2α2
SN

2
c = 72g4, (4)

with s, t, u the standard Mandelstam variables:

s = (p1 + p2)
2, t = (p1 − p3)

2, u = (p1 − p4)
2. (5)

Momentum and energy conservation imply p1 + p2 = p3 + p4. Recall that in
the center of mass frame, p2 = −p1, p4 = −p3, E1 = E2 = E = E3 = E4, we
have (with p21 = E2 −m2)

s = (2E)2 = E2
cm, t = −2p21(1− cos θ), u = −2p21(1 + cos θ), (6)

where θ is the angle between p3 and p1, and π−θ that between p4 and p1. Thus
t → 0 when θ → 0, while u → 0 when θ → π. Recall also that s+ t+u = 4m2.

We introduce the following notation

1

2
(p1 + p3) = P, p3 − p1 = q,

1

2
(p2 + p4) = P ′, p4 − p2 = −q, (7)

so that

p1 = P −
q

2
, p2 = P ′ +

q

2
, p3 = P +

q

2
, p4 = P ′ −

q

2
. (8)

We shall also write simply

Dtf = C(f), (9)

with the collision integral (defined as “gain”-“loss” terms) given by

2
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L =
Z

dq
q

3.4 Linearized equation

In the case where f ! 1, one can linearize the equation and get

Dtf(!p) = ξ
(

Λ2
sΛ
)

∇ ·
[

∇f(!p) +
p

p

(

α

Λs

)

f(p)]

]

, (89)

or, in the isotropic case,

Dtf(!p) = ξ
(

Λ2
sΛ
) 1

p2
∂p

{

p2
[

∂f

∂p
+

αs

Λs
f

]}

. (90)

4 Solving the transport equation

In order to solve the transport equation, it is convenient to eliminate all depen-
dence on the coupling constant by rescaling the time. We start by redefining
the integrals. We set

Ia =
∫ d3p

(2π)3
f(p)(1 + f(p)), Ib =

∫ d3p

(2π)3
2f(p)

p
. (91)

In terms of these integrals, we have

Λs

α
=

Ia
Ib
, Λ2

sΛ = 2π2α2Ia, (92)

and the transport equation reads

Dtf(p) = 2π2α2ξ∇ ·
[

Ia∇f(p) +
p

p
Ib f(p)[1 + f(p)]

]

. (93)

At this point, one may redefine the time and set τ = 2π2α2ξt. Then the
transport equation reads simply

Dτf(p) = ∇ ·
[

Ia∇f(p) +
p

p
Ib f(p)[1 + f(p)]

]

, (94)

or, in the isotropic case,
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Small angle approximation

⌧ = 36⇡↵2Lt

Simplified kinetic equation



Dτf(p)=
1

p2
∂p

{

p2
[

Ia
∂f(p)

∂p
+ Ib f(p)(1 + f(p))

]}

= Ia
∂2f

∂p2
+

2Ib
p

f(1 + f) +

[

2Ia
p

+ Ib (1 + 2f)

]

∂f

∂p
. (95)

Note that for an equilibrium distribution function, we have

f(p) =
1

e(p−µ)/T − 1
,

∂f

∂p
= −

1

T
f(1 + f),

Ia
Ib

= T. (96)

To analyze the effect of the 1/p potential singularity, it is convenient to rewrite
the equation as follows

Dτf(p) = Ia
∂2f

∂p2
+ Ib (1 + 2f)

∂f

∂p
+

2

p

[

Ia
∂f

∂p
+ Ib f(1 + f)

]

. (97)

If a 1/p singularity in the distribution function develops, f ∼ C/p, then f(1+
f) ∼ C2/p2, while ∂f/∂p ∼ −C/p2. Thus the singularity will be amplified as
long as Ia − CIb < 0. Note that it is possible to maintain this regime in the
non linear regime. In the Boltzmann regime, where f # 1, the coefficient of
1/p is simply −Ia/p2 + Ib/p and is always negative at small p.

We shall solve the transport equation with some initial distribution function
whose magnitude is characterized by some f0. Taking into account that the
integral Ia scales as f 2

0 and Ib as f0, one sees that the l.h.s. is proportional to
f0, while the r.h.s. is proportional to f 3

0 . That means that the effective time
scale that controls the evolution decreases with f0 as 1/f 2

0 , and can be very
short when f0 is large. Thus, a system with a large overpopulation evolves
very fast.

4.1 Initial distribution

A glasma-motivated initial distribution is as follows:

f(p) = f0 θ(Qs − p), (98)

with Qs the saturation scale. The maximal occupation would be f0 = 1/αs.
With this initial distribution the energy density and number density are

ε0 = f0
Q4

s

8π2
, n0 = f0

Q3
s

6π2
(99)

18

Dτf(p)=
1

p2
∂p

{

p2
[

Ia
∂f(p)

∂p
+ Ib f(p)(1 + f(p))

]}

= Ia
∂2f

∂p2
+

2Ib
p

f(1 + f) +

[

2Ia
p

+ Ib (1 + 2f)

]

∂f

∂p
. (95)

Note that for an equilibrium distribution function, we have

f(p) =
1

e(p−µ)/T − 1
,

∂f

∂p
= −

1

T
f(1 + f),

Ia
Ib

= T. (96)

To analyze the effect of the 1/p potential singularity, it is convenient to rewrite
the equation as follows

Dτf(p) = Ia
∂2f

∂p2
+ Ib (1 + 2f)

∂f

∂p
+

2

p

[

Ia
∂f

∂p
+ Ib f(1 + f)

]

. (97)

If a 1/p singularity in the distribution function develops, f ∼ C/p, then f(1+
f) ∼ C2/p2, while ∂f/∂p ∼ −C/p2. Thus the singularity will be amplified as
long as Ia − CIb < 0. Note that it is possible to maintain this regime in the
non linear regime. In the Boltzmann regime, where f # 1, the coefficient of
1/p is simply −Ia/p2 + Ib/p and is always negative at small p.

We shall solve the transport equation with some initial distribution function
whose magnitude is characterized by some f0. Taking into account that the
integral Ia scales as f 2

0 and Ib as f0, one sees that the l.h.s. is proportional to
f0, while the r.h.s. is proportional to f 3

0 . That means that the effective time
scale that controls the evolution decreases with f0 as 1/f 2

0 , and can be very
short when f0 is large. Thus, a system with a large overpopulation evolves
very fast.

4.1 Initial distribution

A glasma-motivated initial distribution is as follows:

f(p) = f0 θ(Qs − p), (98)

with Qs the saturation scale. The maximal occupation would be f0 = 1/αs.
With this initial distribution the energy density and number density are

ε0 = f0
Q4

s

8π2
, n0 = f0

Q3
s

6π2
(99)

18

Dτf(p)=
1

p2
∂p

{

p2
[

Ia
∂f(p)

∂p
+ Ib f(p)(1 + f(p))

]}

= Ia
∂2f

∂p2
+

2Ib
p

f(1 + f) +

[

2Ia
p

+ Ib (1 + 2f)

]

∂f

∂p
. (95)

Note that for an equilibrium distribution function, we have

f(p) =
1

e(p−µ)/T − 1
,

∂f

∂p
= −

1

T
f(1 + f),

Ia
Ib

= T. (96)

To analyze the effect of the 1/p potential singularity, it is convenient to rewrite
the equation as follows

Dτf(p) = Ia
∂2f

∂p2
+ Ib (1 + 2f)

∂f

∂p
+

2

p

[

Ia
∂f

∂p
+ Ib f(1 + f)

]

. (97)

If a 1/p singularity in the distribution function develops, f ∼ C/p, then f(1+
f) ∼ C2/p2, while ∂f/∂p ∼ −C/p2. Thus the singularity will be amplified as
long as Ia − CIb < 0. Note that it is possible to maintain this regime in the
non linear regime. In the Boltzmann regime, where f # 1, the coefficient of
1/p is simply −Ia/p2 + Ib/p and is always negative at small p.

We shall solve the transport equation with some initial distribution function
whose magnitude is characterized by some f0. Taking into account that the
integral Ia scales as f 2

0 and Ib as f0, one sees that the l.h.s. is proportional to
f0, while the r.h.s. is proportional to f 3

0 . That means that the effective time
scale that controls the evolution decreases with f0 as 1/f 2

0 , and can be very
short when f0 is large. Thus, a system with a large overpopulation evolves
very fast.

4.1 Initial distribution

A glasma-motivated initial distribution is as follows:

f(p) = f0 θ(Qs − p), (98)

with Qs the saturation scale. The maximal occupation would be f0 = 1/αs.
With this initial distribution the energy density and number density are

ε0 = f0
Q4

s

8π2
, n0 = f0

Q3
s

6π2
(99)

18and therefore the initial overpopulation parameter is

n0 ε
−3/4
0 = f 1/4

0

25/4

3 π1/2
. (100)

The value of the parameter n ε−3/4 that corresponds to the onset of Bose-
Einstein condensation is obtained by taking for f(p) the ideal BE distribution
(for any given temperature T but zero chemical potential). One gets then
εSB = (π2/30) T 4 and nSB = (ζ(3)/π2) T 3, so that

n ε−3/4|SB =
303/4 ζ(3)

π7/2
≈ 0.28. (101)

This threshold will be reached for a CGC initial distribution (98) with f0 = f c
0 ,

where

f c
0 ≈ 0.154. (102)

When f0 > f c
0 then the system is initially overpopulated and when f0 < f c

0

the system is initially underpopulated.

If f0 < f c
0 , the system thermalizes to a Bose-Einstein distribution with a

temperature Teq that can be obtained by writing that the initial energy density
ε0 equals the SB energy density. We get

ε0 = εSB =
π2

30
T 4
eq, Teq =

(30ε0
π2

)1/4

=

(

15f0
4π4

)1/4

Qs. (103)

These expressions are valid when the chemical potential is very small. In case
where thermalization occurs at finite chemical potential, one should use in-
stead the following expressions for the density and the energy density

n=
T 3

2π2

∫

∞

0
dx

x2

e−µ/T ex − 1
=

1

π2
PolyLog

[

3, eµ/T
]

,

ε=
T 4

2π2

∫

∞

0
dx

x3

e−µ/T ex − 1
=

3T 4

π2
PolyLog

[

4, eµ/T
]

. (104)

4.2 Onset of Bose-Einstein condensation

We focus on the small p region, and assume that f is large in this region so
that one can approximate f(1 + f) ≈ f 2. The transport equation becomes
then

19

and therefore the initial overpopulation parameter is

n0 ε
−3/4
0 = f 1/4

0

25/4

3 π1/2
. (100)

The value of the parameter n ε−3/4 that corresponds to the onset of Bose-
Einstein condensation is obtained by taking for f(p) the ideal BE distribution
(for any given temperature T but zero chemical potential). One gets then
εSB = (π2/30) T 4 and nSB = (ζ(3)/π2) T 3, so that

n ε−3/4|SB =
303/4 ζ(3)

π7/2
≈ 0.28. (101)

This threshold will be reached for a CGC initial distribution (98) with f0 = f c
0 ,

where

f c
0 ≈ 0.154. (102)

When f0 > f c
0 then the system is initially overpopulated and when f0 < f c

0

the system is initially underpopulated.

If f0 < f c
0 , the system thermalizes to a Bose-Einstein distribution with a

temperature Teq that can be obtained by writing that the initial energy density
ε0 equals the SB energy density. We get

ε0 = εSB =
π2

30
T 4
eq, Teq =

(30ε0
π2

)1/4

=

(

15f0
4π4

)1/4

Qs. (103)

These expressions are valid when the chemical potential is very small. In case
where thermalization occurs at finite chemical potential, one should use in-
stead the following expressions for the density and the energy density

n=
T 3

2π2

∫

∞

0
dx

x2

e−µ/T ex − 1
=

1

π2
PolyLog

[

3, eµ/T
]

,

ε=
T 4

2π2

∫

∞

0
dx

x3

e−µ/T ex − 1
=

3T 4

π2
PolyLog

[

4, eµ/T
]

. (104)

4.2 Onset of Bose-Einstein condensation

We focus on the small p region, and assume that f is large in this region so
that one can approximate f(1 + f) ≈ f 2. The transport equation becomes
then
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Dτf(p)=
1

p2
∂p

{

p2
[

Ia
∂f(p)

∂p
+ Ib f(p)(1 + f(p))

]}

= Ia
∂2f

∂p2
+

2Ib
p

f(1 + f) +

[

2Ia
p

+ Ib (1 + 2f)

]

∂f

∂p
. (95)

Note that for an equilibrium distribution function, we have

f(p) =
1

e(p−µ)/T − 1
,

∂f

∂p
= −

1

T
f(1 + f),

Ia
Ib

= T. (96)

To analyze the effect of the 1/p potential singularity, it is convenient to rewrite
the equation as follows

Dτf(p) = Ia
∂2f

∂p2
+ Ib (1 + 2f)

∂f

∂p
+

2

p

[

Ia
∂f

∂p
+ Ib f(1 + f)

]

. (97)

If a 1/p singularity in the distribution function develops, f ∼ C/p, then f(1+
f) ∼ C2/p2, while ∂f/∂p ∼ −C/p2. Thus the singularity will be amplified as
long as Ia − CIb < 0. Note that it is possible to maintain this regime in the
non linear regime. In the Boltzmann regime, where f # 1, the coefficient of
1/p is simply −Ia/p2 + Ib/p and is always negative at small p.

We shall solve the transport equation with some initial distribution function
whose magnitude is characterized by some f0. Taking into account that the
integral Ia scales as f 2

0 and Ib as f0, one sees that the l.h.s. is proportional to
f0, while the r.h.s. is proportional to f 3

0 . That means that the effective time
scale that controls the evolution decreases with f0 as 1/f 2

0 , and can be very
short when f0 is large. Thus, a system with a large overpopulation evolves
very fast.

4.1 Initial distribution

A glasma-motivated initial distribution is as follows:

f(p) = f0 θ(Qs − p), (98)

with Qs the saturation scale. The maximal occupation would be f0 = 1/αs.
With this initial distribution the energy density and number density are

ε0 = f0
Q4

s

8π2
, n0 = f0

Q3
s

6π2
(99)
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Some results

with initial condition

Onset of BEC

Solve
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Dτf(p) = Ia
∂2f

∂p2
+

2Ib
p

f 2 +

[

2Ia
p

+ 2Ib f

]

∂f

∂p
. (105)

It is not difficult to see that the right hand side of this equation vanishes when
f is of the form

f =
C

p− µ
, µ < 0, C =

Ia
Ib

(106)

We have indeed

r.h.s. =
2C

(p− µ)3
(Ia − CIb)−

2C

p(p− µ)2
(Ia − CIb) . (107)

Note how the potential singularity in 1/p is cancelled. The question is how is
the system driven to this solution. We note that the equation above represents
the change in the distribution function in a small time step. Whether in the
time step the small momentum modes are amplified or attenuated depends on
the sign of Ia − CIb. If Ia − CIb < 0, there will be amplification.

A word of caution about the integrals. In fact, with the form of f given above,
the integrals Ia,b are divergent. Putting a cut-off Q, one obtains

Ia =
C2µ

2π2

∫ Q/µ

0
dx

x2

(x+ 1)2
, Ib =

Cµ

2π2

∫ Q/µ

0
dx

2x

x+ 1
. (108)

We have

∫ a

0
dx

x2

(x+ 1)2
=

a (a+ 2)

a+ 1
− 2 ln(a+ 1) " a+ 2 log

(

1

a

)

+ 1−
3

a
+O

(

1

a2

)

(109)

and

∫ a

0
dx

2x

x+ 1
= 2a− 2 ln(1 + a) = 2a+ 2 ln

(

1

a

)

−
2

a
+O

(

1

a2

)

, (110)

where the expansions hold for a = Q/µ large. In this limit,

Ia
CIb

"
1

2
+

log
(

1
a

)

+ 1

2a
+O

( 1

a2

)

(111)
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Small momentum behavior

At small momentum ( f � 1)

f =
T ⇤

p � µ⇤ (µ⇤ < 0)

D⌧ f ⇡
2T ⇤

(p � µ⇤)3 (Ia � T
⇤Ib) �

2T ⇤

p(p � µ⇤)2 (Ia � T
⇤Ib)

‘instantaneous’ equilibrium distribution function

3.4 Linearized equation

In the case where f ! 1, one can linearize the equation and get

Dtf(!p) = ξ
(

Λ2
sΛ
)

∇ ·
[

∇f(!p) +
p

p

( α

Λs

)

f(p)]

]

, (89)

or, in the isotropic case,

Dtf(!p) = ξ
(

Λ2
sΛ
) 1

p2
∂p

{

p2
[

∂f

∂p
+

αs

Λs
f

]}

. (90)

4 Solving the transport equation

In order to solve the transport equation, it is convenient to eliminate all depen-
dence on the coupling constant by rescaling the time. We start by redefining
the integrals. We set

Ia =
∫ d3p

(2π)3
f(p)(1 + f(p)), Ib =

∫ d3p

(2π)3
2f(p)

p
. (91)

In terms of these integrals, we have

Λs

α
=

Ia
Ib
, Λ2

sΛ = 2π2α2Ia, (92)

and the transport equation reads

Dtf(p) = 2π2α2ξ∇ ·
[

Ia∇f(p) +
p

p
Ib f(p)[1 + f(p)]

]

. (93)

At this point, one may redefine the time and set τ = 2π2α2ξt. Then the
transport equation reads simply

Dτf(p) = ∇ ·
[

Ia∇f(p) +
p

p
Ib f(p)[1 + f(p)]

]

, (94)

or, in the isotropic case,

17

3.4 Linearized equation

In the case where f ! 1, one can linearize the equation and get

Dtf(!p) = ξ
(

Λ2
sΛ
)

∇ ·
[

∇f(!p) +
p

p

( α

Λs

)

f(p)]

]

, (89)

or, in the isotropic case,

Dtf(!p) = ξ
(

Λ2
sΛ
) 1

p2
∂p

{

p2
[

∂f

∂p
+

αs

Λs
f

]}

. (90)

4 Solving the transport equation

In order to solve the transport equation, it is convenient to eliminate all depen-
dence on the coupling constant by rescaling the time. We start by redefining
the integrals. We set

Ia =
∫ d3p

(2π)3
f(p)(1 + f(p)), Ib =

∫ d3p

(2π)3
2f(p)

p
. (91)

In terms of these integrals, we have

Λs

α
=

Ia
Ib
, Λ2

sΛ = 2π2α2Ia, (92)

and the transport equation reads

Dtf(p) = 2π2α2ξ∇ ·
[

Ia∇f(p) +
p

p
Ib f(p)[1 + f(p)]

]

. (93)

At this point, one may redefine the time and set τ = 2π2α2ξt. Then the
transport equation reads simply

Dτf(p) = ∇ ·
[

Ia∇f(p) +
p

p
Ib f(p)[1 + f(p)]

]

, (94)

or, in the isotropic case,

17



0.05 0.10 0.50 1.00 5.0010-10

10-8

10-6

10-4

0.01

1

100

p

fHpL

1.0 1.2 1.4 1.6 1.8
0.50

0.55

0.60

0.65

0.70

0.75

0.80

t

T*

1.0 1.2 1.4 1.6 1.8
-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0.0

t

U
*

‘overpopulated’ case - onset of  BEC ( f0 = 1)



0.0 0.5 1.0 1.5 2.0
0

1

2

3

4

5

6

p

fHpL

f =
T ⇤

p � µ⇤

Small momentum behavior 
well reproduced by ‘classical’ 
distribution



0.0 0.5 1.0 1.5 2.0 2.5
-0.15

-0.10

-0.05

0.00

0.05

0.10

0.15

p

Fl
ux
FHpL

0.0 0.5 1.0 1.5 2.0 2.5

-0.06

-0.04

-0.02

0.00

p

N
or
m
al
iz
ed
Fl
ux
FHpL
êH4p

p2
L

Flux in momentum space



0.050.10 0.501.00 5.0010-10

10-8

10-6

10-4

0.01

1

100

p

fHpL

Gaussian initial condition
Same qualitative features



Summary and outlook

- initial wave functions of colliding heavy nuclei at high 
energy are characterized by ‘overpopulated’ gluonic states
- the (dynamical) growth of (very) soft modes seems to a be 
a robust feature. 
- because of the large occupation, the system remains 
strongly coupled in spite of the small coupling constant
- a (transient) Bose condensate may form if particle number 
conserving processes dominate.  Does the phenomenon 
survives inelastic collisions, longitudinal expansion? What is 
the nature of this condensate?


