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Chapter 1

Stochastic variables

In physics, there are basically three fields in which it is impossible to predict the exact
outcome of a process: (1) for complex systems, where not all degrees of freedom can
be controled, (2) for quantum systems, which are intrinsically non-deterministic in
regard to the measurement process, and (3) for deterministic chaos, when in principle
the system evolves according to deterministic rules, but in such a way that even very
small perturbations have large effects. Here we are concerned with the first case,
that is we consider statistical systems where random processes result from fast time
and small length scales which are not explicitly considered. The typical example is
a large particle in contact with a bath of many small particles at finite temperature.
We start with a discussion of the concept of probability and introduce stochastic
variables. We then discuss important probabilities distributions and how to generate
random variables from them. Finally we discuss the random walk on a line as a first
step toward stochastic processes.

1.1 Axioms for probability

We start with an introduction into the basic concept of probability. Historically,
problems involving probabilities have resulted in much confusion. A rigorous frame-
work was presented by Kolmogorov in 1933, who introduced the axiomatic approach.
Let us consider the set of all possible events Q). We call A a particular set of events
(A C Q) and w € Q a particular single event. The symbol () denotes the set of no
events.

For instance, when throwing a dice, w could be getting a certain number, A getting
an even number and {2 simply getting a number. Events can also be of a continuous
nature like, for example, a Brownian particle being in volume AV around a certain
position.

We assign a probability for A to happen, p(A), that satisfies the following three
axioms:

1. p(A) > 0VA
2. p(Q) =1

3. If A; (i =1,2,3...) is a countable collection of non-overlapping sets



A;iNAj=0foralli##j
then

p(U; Ai) = 32 p(A;)
Consequently, we have:

1. if A is the complement of A, i.e. the set of all events not contained in A, then
p(A) =1-p(4)
2. p(0)=0

Relation to experiments

Assuming we can repeat an experiment as many times as we want, the probability for
a certain outcome can be identified with the frequency with which we measure this
outcome in these independent experimental realizations (frequentist interpretation of
probability).

A simple example is throwing dice. If our six-sided-dice is perfectly symmetric, the
probability of getting one of the six numbers is 1/6. Hence, after throwing the dice
many times (N) we should obtain each number with approximately the same number
of times (M), with M /N being very close to 1/6. And the higher N is, the closer it
will be.

In order to measure probabilities experimentally, we have to construct an apparatus
which gives frequencies in agreement with the axioms. Note that this implies a
certain circularity of the procedure: a measurement process qualifies as random if
it satisfies the axioms for random processes. Similar circularities are contained in
all physical theories (e.g. Newtonian mechanics: a system is accepted as an inertial
reference system if it obeys the laws of inertia).

Another problem with the frequentist interpretation is that strictly speaking it only
refers to the past and thus cannot predict the future, because the future outcomes
might be very different for whatever reason.

Kolmogorov assumes the existence of a priori probabilities (Bayesian interpretation
of probability). Examples of such a priori probabilities are, for instance, the previous
example of throwing dice (based on symmetry arguments) or a system in equilibrium,
where within the context of statistical mechanics one assigns equal probabilities to
equal volumes of phase space, because this way we maximize entropy (microcanoncial
ensemble). Then, one deduces the results from this reasonable a priori probabilities
assigned and from the structure of the probability space (which is known as o-
algebra in mathematics). Today, this is considered to be the modern interpretation
of probability.



1.2 Probability distributions

A stochastic or random variable is the outcome of a process that occurs with a certain
probability. The mapping between the possible events and the probabilities defines
a probability distribution. If the experimental results can be labelled with a discrete
index ¢ € {1,2,...}, we will call the probability distribution discrete, while we will
call it continuous if the experimental results correspond to points z € R on the real
axis.

Discrete distributions

Throwing six-sided-dice: i € {1,...,6}. Honest dice = p; = 1/6 Vi. The axioms
are trivially satisfied.

Flipping coin N times: Let’s assign the probabilities p for the head and ¢ =1 —p
for the tail. The probability to get k € {0,..., N} heads is given by the binomial

distribution ~
P = (k)pqu_k (1.1)

N
where <k‘> = m is the usual binomial coeflicient. The binomial coeflicient

gives you the number of possible ways to obtain k heads. The factor pF¢™¥—* follows
from the third axiom by considering the probability for a fixed sequence to occur.
The probabilities are manifestly positive. We can easily check the normalization
condition using the binomial formula:

N
S0Pk = > oho <k>pkq”k =@+ =1

As in the total set of events we have events with every value of k, the total number
of outcomes is given by the sum

ko (]Z) — (1+ 1N =2V

as it should be.

P
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Figure 1.1: Binomial distribution for N = 10 and ¢ = 1/2



Continuous distributions

The distribution function is given by a function p(x) such that p(z) > 0 and
7 dxp(xz) = 1 (axiom number 3 automatically satisfied by the linearity of the
integral). This enables us to compute any other probability. For example, the prob-
ability of having x € [z1, z2] is

p(zy <@ <@9) = [ dap(x)
and the probability of being around the point z is
p(r1 <z <z +dr) =p(r1)de

We can easily recover the discrete case taking p(z) = >, pid(x — x;) for the discrete
values {x;} that x can take.

Example: particle diffusing along a line: with diffusion constant D and released at
x(t = 0) = p. In this case we have the Gaussian distribution:

Pz) = ——— exp~ (e /40 (1.2)

V4m Dt

We can see that it satisfies the initial condition (6(x — u) as t — 0) and that it is
£)1/2)'

a

normalized (by using the Gauss integral, ffooo dx exp“”ﬁ2 = (

2 4
Figure 1.2: Gaussian distribution for a particle diffusing on a line. Dt = 1/4 for the
red line and 1/2 (later time) for the black one.

Given a probability distribution function, expectation values of an observable A can
be calculated. For continuous probability densities we have

(A) = /OO dxA(x)p(x) (1.3)

— 00

while for the discrete case we have

(A) = Z Aip; (1.4)

8



1.3 Characterising probability distributions

There are several quantities that are useful to characterize a given probability dis-
tribution and that we proceed to define (for continuous probability densities).
a) Moments

The moments are the quantities u, = (z™). They are often easily calculated and are
useful to express other quantities of interest as we will see. The first moments are:

zero moment: 1o = 1 (normalization)
first moment: p; = p (mean or average)

second moment: po = (x?)

b) Variance

The variance or mean squared deviation (MSD) is defined as 0 = ((z — p)?) =
(x?) — 2(x)p+ p? = (x?) — p? and thus can be expressed in terms of the moments as
02 = pg — p?. Tt measures how widely the distribution is spread around its average.
The standard deviation or root mean square deviation (RMSD) is defined as o =

Vo2,
c) Measures similar to mean

There are other quantities that do not give the mean value but, in some cases where
getting the p is difficult, they can be a very useful. Those are:

Imaz: Most probable value of x
p1/2: median defined by ffclx/f dxp(z) = f:f/z drp(x) =1/2

For a distribution with one dominating peak, y, tmas and piy /o take similar values.

d) Characteristic function

The characteristic function is defined as the Fourier transform of the probability
density:

G(k) = (exp’®) = /d:c exp™* p(z). (1.5)

If all moments exist, we can expand the exponential:

2
=
I
(¢
§

(") (1.6)

n=0
Therefore the characteristic function generates the moments:

l d"G(k) ‘
i dk™ k=0

pin = (2") =

9



We say that G(k) is the generating function of the moments.
Another further useful quantities that we introduce are the cumulants k,. We define
them through their generating function In G(K):

WG =3 (iz;')nﬁn (1.8)
n=0 ’
1 (InG(k)
fn = dkn ‘k;:o (1.9)

The firsts cumulants are:

zero cumulant: ko =InG(k=0)=In1=0

16

first cumulant: k1 = — = mean
1 70 o M( )
1G"G - G"”?
second cumulant: k9 = = ——r—— = — 12 = o2 (variance
T @2 o 12T ( )

1
third cumulant: x3 = - (G" — 3G'G" + 2G'3)‘k = Hs Spop + 243
i _

By continuing this scheme, one gets a one-to-one mapping between moments and
cumulants.

1.4 Moments of the binomial distribution

As we have seen, the binomial distribution is given by

N _
P = <k>p'“qN F (1.10)

where k € {0,...,N} and p+ ¢ = 1. Let’s calculate the first moments of this
distribution:

N N
N! k N-—k (v —1)! k—1_ N—k
_ N 1.11
(k) kzzokk!(]\f—k)!p 1 pkzzo(k—l)!(]\f—k)!p 1 (1.11)
N - S mgsm_ 1.12
= pmgzom!(s_m)!p ¢ =Np (1.12)

where we did the change of variables S =N —1 and m =k — 1.
There is a more elegant way to get this result that will be useful for future calcula-
tions:

d

(Z) (pCZD)(kaN’“) = (pdfp)(p +q)N =Npp+ W =Np (1.13)

N
(k) =>"
k=

0

10



It is important to treat p and ¢ as independent variables while we do the derivative.
Otherwise, the first step would already be wrong. Only at the very end, when the
derivative has been performed, we are allowed to substitute ¢ = p — 1.

We use this trick to calculate the second moment:

(k%) =31, (JD (p;;)z(p’“qN’“) = (P(z))2(p + ¢V = Np+ N(N —1)p?

= 0 = (k) — (k)* = Np — Np*> = Npq
In summary, we found
(k) = Np, o= Npg (1.14)

Another interesting quantity that we may be interested in is the relative width, o/pu,
of the distribution:

o _VNpg _ [p 1
(k) Np q N1/2

—0as N — o0

We see that the relative width goes to zero for many realizations, that is, in the limit
N — oo (self-averaging).

The continuous limit (N — 00) of the binomial distribution can be taken in different
ways. We will next see how we obtain the Gaussian and the Poisson distribution
from those different limits.

1.5 Gaussian distribution

We first take the limit N — oo of the binomial distribution with the probability p
kept constant. One of the immediate observations is that the average (k) = Np — oo
diverges. We are displacing the peak of the distribution to higher values of k. As we
will see, the asymmetry of the original binomial distribution will vanish and we will
obtain a perfectly symmetric distribution.

We will find the Gaussian distribution by expanding the binomial distribution around
the value of k, k,, that maximizes the probability (method of steepest decent). For
convenience, we do not expand the p; but its logarithm In pg. Since the logarithm is
a monotonic function, the maximum will not change.

Inpy =InN!—In(N — k) —=Ink!+ kInp+ (N — k) Ing

Using the Stirling’s formula In N! = NIn N — N + 3 In(27rN) + O(1/N) we find

1 dlnpy _ d ! ! =
Od_ o _dk:[ In(N — k) —Inkl]+Inp—Ing =
— ——[blnk — b+ (N = K)In(N — k) = (N = k)] +In(2) =

7_1‘:)]’) — k= Np = (k)

k= 1y~ 9]+ () = 1 (Y

So the maximum occurs at the average. We now expand around this maximum to
harmonic order (2nd):

11



2
+ld—1npk (k — kpm)?
m 2dk? k "

Inpg =~ Inpg i

—hm

A linear term is absent around the extremum.
Using again the Stirling’s formula (this time with the In(27N) term included), we
find

lﬂpk‘k:k ~ (NlnN—N—klnk:—i—k— (N—k)In(N —k)+ (N —k)+klnp+
i 27N

N-kng+im— " ‘
( g+ 5 N = k)) bk =Np

=NInN — NpIn(Np) — NqIn(Nq) +

Nplnp+Nglng+iln N (N—Ng—Np)lnN+1ln 27T]1qu = In(27rNpq)~1/?
and, using previous results,
i2 In py, - a In M - 1
dk? k=knm  dk kq k=km Npgq
Therefore, we get
Inpy ~ (27 Npg) V2 — — (ks — Np)>2 (1.15)

2Npq

Taking the exponential and using © = pN and 02 = Npq, we finally obtain the
Gaussian distribution

1 —(k— o
P = 7,%6 (k M)2/2 : (116)

Note that this distribution is now perfectly symmetric around the mean and defined
for all values of k. Moreover the distribution is normalized to 1. Comparison with
equation [I.2] shows that for continuous diffusion on a line, the variance grows linear
in time, 02 = 2Dt, which is a prominent feature of a random walk.

1.6 Poisson distribution

The second limit in the binomial distribution that we can take is N — oo but this
time p — 0 ("rare events") in such a way that u = Np = constant (in accordance to
the literature we call that constant A). Hence, unlike in the other limit, here we keep
the position of the mean constant. The choice of p = % satisfies the requirement.
Plugging it in the binomial distribution and taking the limit N — oo gives us the
Poisson distribution.

N! i N(N—l)...(N—k+1)<)\)k<1 )\>N< )\)_k,

P= oy = il N
_ k _ k
=1(1- ) (- G - ) () T e

where we have used that in the limit N — oo

12



A\ —k
1— 7) 1
( N -
(1-%) =
Therefore,
Moo
e =€ A (1.17)

Normalization can be checked as follows
k —
> ohe opk—Zi"o% A=ePet =1

The first moment is:

[e’e] _ k—
(k) = Zk Ok‘k,e = Xe /\Zk 1(>\ l)u—)\

Higher moments can be derived recursively:
A (k™) = 3000 ) Brem AR — e AR = (gt ) — (k)

= (k?) = A+ X2 = 02 = X The variance and average are identical!
= () =AE + DA+ A% =A+3X2+ A3 ete
The Poisson distribution is completely determined by its first moment .

1.7 Central limit theorem

By analysing the properties of the Gaussian distribution we will find a very important
result known as the central limit theorem.

First, we calculate its characteristic function and its cumulants. The characteristic
function is given by:

e szl (utiko?)? —(utiko)+1?) _ VImo? iku—tg”

27rz72

k) = [ dve**p(x fd:c
= lnG(k) =ikp — 7 o?

We already see that we will only have two cumulants, since the generating function
is of order two.

— K1 = %d%lnG(k)’k 0= W Ko = 12dk:2 In G(k)‘k 0= 0% ki =0Vi>2

This is an important result. All probability distributions are completely characterized
by their cumulants. Any distribution that has the first two cumulants non-vanishing
and the other ones zero will be a Gaussian distribution. We will use this to prove
the following:

Central limit theorem: If a random variable is the sum of many independent
random variables, then it has a Gaussian distribution.

13



Proof:

Consider the random variable composed by sum of two independent random vari-
ables: Y = X; + Xy Knowing the probability distributions p,, and p,, we can
construct p, as follows:

py(y) = [ dz1pe, (21)pay (y — 21) = Gy(k) = G, (k)Gay (k)
= InGy(k) =InGy, (k) + In Gy, (k) = ki, = K5 + K22

Where, in the first line, we used the operation "convolution" and the fact that the
Fourier transform of the convolution is the product of the Fourier transforms. This
scheme can be iterated. If Y = X| + Xo + X3 = ki, = k% + k22 4 K23

If we consider the random variable Z = % Zﬁl X, then

z 1 N oz
Ky = WZi:l Ko

where the 1/N™ comes from the fact that a cumulant like a moment involves a power
of n for any scalar factor. Now consider that all the X; random variables are the
same process, i.e X; = X Vi, and (X) = u = 0 and (X?) = 0. Then, the variable
Z is the average of N realizations of the process given by X and its cumulants are

K = (2) = (X) =0

1 2 2
1
ﬁfl ~ Nn—1

In the limit N — oo, only the first cumulants matter. To obtain a result which
is characterized not only by its mean, we have to consider the random variable
Z = ﬁ Zfi 1 X;. Then the first and second cumulants are finite and all other
vanish. This in turn is exactly the Gaussian distribution and thus we have proven
the central limit theorem: the sum of independent and identically distributed random
variables is normally distributed.

1.8 Generating probability distributions

Gaussian distribution from the central limit theorem

A common random number generator has the uniform probability distribution
p(x) =1 for z € [0,1]

Remember that the probability of of getting the value x (plus a differential interval)
is not p(x) but p(z)dz. The mean and the variance are:

w=1/2

o? = fol r2dr — p? =1/12

14



From this random number generator we can construct the following random variable

'

7' = (r—1/2)V120

which has mean p = 0 and variance o. It is equally distributed in the interval
[—3V120, 3V/120].
Then, the random variable Z = ﬁ(X{ + ... + X}y) is Gaussian distributed with

mean g = 0 and variance o:

In practice, N = 12 is a sufficiently good approximation.
This way of generating probability distributions by doing a coordinate transformation
is a very general and useful technique.

Using coordinate transformations

Consider a coordinate transformation z — y(x) and its inverse y — x(y). Then their
probability distributions are related as follows:

daz‘

e (1.18)

py(y) = p2(x(y))

dz

where ay

is the Jacobian of the transformatio We can see it as follows

dx

1= [daps(z) = [dy 5

pz(x(y)) = [ dypy(y)

Let py(y) be given and assume p,(x) to be uniformly distributed in [0,1]. Then,
these three steps have to be followed in order to get the appropriate coordinate
transformation:

(i) Z—Z = py(y) ODE to be solve
(i) # = [y dy'py(y') Integration

(ili) y = y(z) Inversion

Lwhich for scalar transformation it’s the modulus of the derivative of = respect to .
*note that dx/dy > 0 as z(y) is a distribution function

15



Example 1: Exponential distribution

We want to find a coordinate transformation that generates a exponential distribu-
tion out of an equally distributed one.

py(y) = we™¥ sy € [0,00] = z = [Jdy'we ™ =1— eV
— y=—1ln(l-=x)
Equivalently, since (1 —x) is also a equally distributed number between 0 and 1, one
can use

y=—y In(2)

Example 2: Lorentz distribution

= — — & = — arctan — =tan\nmtx
py y 1 y2 3/ y

Example 3: Box-Miiller procedure for Gaussian distribution

The method given above to generate a Gaussian probability distribution using the
central limit theorem results to be slow to numerically compute. The Box-Miiller
procedure is a much faster way and one of the best procedures to create such a
distribution.

Let x1,z2 be two random numbers uniformly distributed in [0,1]. Consider the
change of variables

y1 = v/—2Inx cos(2mxs) w1 =exp (— 3 (47 +43))
ys = /=210y sin(27rzs) Ty = 5 arctan (%)
(21, 22) )

(y1,92)

!

— detJ = ‘8 1 e
0 2 2T

So y1 and yo are Gaussian distributed!

1.9 Random walk on a line

The walker starts at lattice position m = 0 at ¢ = 0. After a time At the walker
jumps a distance Az to the right with probability p and to the left with probability
q = 1 — p. What is the probability p,, to be at the position m after N jumps? If
the walker jumps r times to the right and [ times to the left, we have r — [ = m and
thus r = m + [. Moreover, N = r 4+ = m + 2[. Therefore, we have

N—m N+m
= T =

! :
2 2

16



The desired probability is then given by

Pm = %prql = Wﬁfi)!r!pqu o (1.19)

From the properties of the binomial distribution, we get immediately:
(r) = Np, o7 =Npq (1.20)
(m)=2(ry — N=2N(p—1/2) (1.21)
(m®) = 4(r®) — 4(r)N + N* = 4(Npq + N*p*) — AN*p + N? (1.22)
= 4Npq + 4N?(p — 1/2)* (1.23)
02 = 4Npq (1.24)

For a symmetric jump (p = 1/2) we have (m) = 0 and (m?) = 02, = N, that is the
variance grows linear with the number of jumps.

Now we take the continuous limit, that is Ax and At are sent to cero and the number
of steps N to infinity. Then space and time become real numbers: x = mAx,
t = NAL.

The drift velocity is defined as

o= ST - HET - —2a- D
For ballistic motion: p=1 — v = % as it should be.
For a symmetric random walk: p = 1/2 = (z) = 0 and (2?) = Az?’N =
Q%t = 2Dt where D = ?Zi is the diffusion constant. This corresponds to the
result 02 = 2Dt which we got before for continuous diffusion on a line, compare

equation [T.2]

An important question is how far a particle can get in a given time ¢. For ballistic
motion, this is » = vt, while for diffusive motion this is given by the RMSD r =
V{(x?) = V/2Dt. Thus this distance grows linear and like a square root for ballistic
and diffusive motion, respectively, compare the plot.

In general, the diffusion constant is given by

Az?
D=2—— 1.25
INEL (1.25)
and the second moment by
(z%) = 2Dt + (vt)? (1.26)

Rate equation approach

The same problem can be approached through a rate equation (later master equa-
tion). From the requirement that the walker has to jump to the position m either
from the left or the right, we can write

p(m,N+1)=p(m—1,N)p+p(m+1,N)q (1.27)

17



2.5
2
1.5
1
0.5
1 2 3 1 5
Figure 1.3: Behaviour of r = y/(2?) as a function of time. In red the ballistic motion

(linear) and in black the symmetric random walk (square root). Arbitrary units.

We next replace p and ¢ by v and D.

Az? Az? Az? Az?
D=2""pg=(2p—1)(1—p)=r 2T vgA
Ay Pa= = DA —p) o + (1L =p) - =vgAr + a1
Similarly for p:
Az? Az? x2 Az
D=2—mpg= (29— 1)(1 —-q)— 1—¢q)— = —vpA
A P1= 20 =) —a)« -+ (1 —a)%, vpAT + p—

Therefore we obtain

Plugging p and ¢ in, we get

p(m,N+1)—p(m,N) _vp v
v =2 pm— 1,N) ~ 2L pm 11, N) (1.28)
D 2D 1
+ 25 (P + 1, N) + p(m = 1,N) = 2p(m, N)) + (5 = 2 )p(m N) (1.29)
B p(m,N) —p(m—1,N) p(m+1,N —p(m,N))
= —up Ar vg AL (1.30)
A—( (m+ 1,N) 4 p(m —1,N) = 2p(m, N)) (1.31)
vp vq
< A Am)p(m’ ) (132)
The last term vanishes since
( 2D _LJFg_ﬂ) g 1 2p(q-1/2)  24(p—1/2) _
(Az)2 At Ax Az At At At At

In the continuum limit one obtains the diffusion equation with drift (Fick’s equation
and later Fokker-Planck equation)

18



Ip(z,t) _ _Uﬁp(x,t) n D82p(:c,t)

ot oz 0z2

(1.33)

For the initial condition p(x,0) = é(x), this equation is solved by the Gaussian
distribution

1 (x — vt)?
exp ( . 7) 1.34
VA Dt 4Dt (1.34)
as obtained before in equation without drift (v = 0). We conclude that the
Gaussian with drift is the continuum limit for the jump problem on the line and that
both give the linear increase of variance with time which is typical for random walks.

p(x,t) =

19
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Chapter 2

Stochastic processes and the
Chapman-Komogorov equation

In the last chapter we dealt with stochastic (or random) variables X, which had a
realization x and a probability distribution p(z). Here, we will go one step further and
study stochastic processes, that are sequences of random variables Xy, , Xy, , ..., X4, ...
Each time point ¢; (that can be discrete or, dropping the sub-index, continuous) can
have a different distribution function py, () = p(x,t;). Even though we write z and
t as the argument of p, they are completely different variables. x is a stochastic
variable, while t is the time variable that plays the role of a parameter. The different
realizations z of the random variable X as a function of time are called trajectories.
The overriding aim of this chapter is to derive equations of motions for stochas-
tic processes, like Newton’s 2nd law in classical mechanics or Schrodinger’s equa-
tion in quantum mechanics. Interestingly, there exists an integral equation (the
Chapman-Kolmogorov equation) which is more general and from which we can de-
rive the desired differential equations with the help of a few clear physics ideas. The
Chapman-Kolmogorov equation is based on the central concept of a Markov process
and we will start from here.

2.1 Markov processes and Chapman-Kolmogorov equa-
tion

Different physics will lead to different relations between the X;,. It is natural to
introduce the joint probability of getting the trajectory {zi,t1;...;zn,t,} that we
call pp(x1,t1;...;Tn,tn) (where the sub-index n is convenient to know that we are
talking of a n-point (or n-time) probability distribution). Alternatively, we may write
the same in a shorter way as p,(1;...;n), where ¢ = (z;, ;).

Ezample: po(1;2)dz1dxs is the probability to be at position x1 at time ¢; and at
To at time to.

Like before, from the joint probabilities we can define marginal and conditional
probabilities.
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The simplest example of a stochastic process is one without correlations: py(1;2) =
p1(1)p1(2). For example, if p; is the Gaussian distribution with vanishing mean, we
speak of white noise.

The simplest case of time correlations is the Markovﬂ process, which is defined
through the following requirement for a conditional probability:

Pa(nl(n —1);..51) = pa(n|(n — 1)) (2.1)

It says that the transition (n — 1) — n is independent of the previous history. One
says that the future is determined by the present (and not by the past) or that the
Markov process has no memory.

The two-point conditional probability pa(n|(n— 1)) is called transition probability or
propagator.

A Markov process is called stationary or homogeneous if pa(x,t;2’,t') depends on
time only through (¢t —¢).

A central property of Markov processes is that all n-point joint probabilities can be
reduced to products of one and two-point probability distributions, e.g.

p3(3:2;1) = p3(3|2; 1)pa(2; 1) = p3(3[2)p2(2; 1) = p2(3]2)p2(2[1)p(1). (2.2)

Thus p; and po are sufficient to determine a Markov process.
Using the definition of marginal probability and Markov process we can write

pa(3:1) = pa(3|L)pr (1) = / daps(3;2;1) = / s (BR)p (1) (2.3)

From here, it follows the Chapman-Kolmogorov equation (CKE):

p2(3|1) = /dx2p2(3]2)p2(2]1) (2.4)

which is an integral law of motion. The time evolution from ¢; to f2 and subsequently
from t9 to t3 is identical to the evolution from ¢; to t3. Later in this course we will
show how the master, Fokker-Planck and Langevin equations follow as differential
forms of the CKE.

Integrating the CKE times p;(1) over x; we obtain the second form of that equation,
namely

pi(3) = / dapa(3[2)p1 (2) (2.5)

This equation shows that p; and po are related to each other and one needs both to
define a Markov process. This relation between p; and ps has to be satisfied for a
stochastic process to be Markovian.

In the stationary limit, where time doesn’t play any role, we have

Potat () = / dvaps (i, ta s, t2)pstar (22) (2.6)

which can be interpreted as a kind of eigenvalue problem.

! Andrei Markov, 1856-1922.
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One should think about the Markov property not so much as an intrinsic property
of the system, but more of a way to formulate the physics problem such that the
entire process can be described in terms of a few quantities without memory. A
good example is the harmonic oscillator with the equation of motion mi = —k=x.
Inertia gives memory to the process, but if one defines momentum as a fundamental
variable (p = mt) and doubles the number of equations to © = p/m and p =
—kz, the description is memory-less in the sense that these differential equation can
be integrated from any point in time onwards. A process is non-Markovian when
some essential element is missing, like inertia for the harmonic oscillator. "The art
of the physicist is to find those variables that are needed to make the description
Markovian" (van Kampen).

2.2 Examples of Markov processes

Here the most fundamental stochastic processes are introduced. As they are Markov
processes, they can be defined by the one and two-point correlation function.

Wiener process

This is an homogeneous process and, therefore, the two-point correlation function
depends on time via 7 =t — t'.

po(z, t|2’ t) =

N
pi(z,t) = \/Lte_ﬁ/zt (2.8)

2 4

Figure 2.1: p; for different times (tpack > tred)-

The Wiener process can be interpreted as the diffusion of heat or the Brownian
motion of a particle. A stationary probability psq: does not exist.
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Ornstein-Uhlenbeck process

1
pa(x, tla' ) =

1
p1($,t) =

27(1 —e2t)

) exp ( — ("T_J:/G_T)Q) (2.9)

27r(1 — e 27

2(1 —e27)
Xr — X eit 2
exp ( — (2(1—(;—22)) (2.10)

where xg is the initial condition. The stationary probability has the form:

e /2 (2.11)

2 4

Figure 2.2: In black p; as a function of x for two different times. In red, an harmonic

potential.

This process can be interpreted as the diffusion of a particle in a harmonic potential.

Poisson process

Here we have a discrete variable n;; = 0, 1, ... which increases in time with a constant
rate for the waiting time. Examples of such a process are the firing of a neuron, arrival
of customers, impact of a rain drop, mutation in a population, etc.

With n =no —nq > 0 and 7 = t9 — t; > 0, the process is defined by

p2(ng, talni, t1) =

p1(ni1,t1) =

(a;!) e=oT (2.14)
(atl)nl e—at1 (2.15)

n1!



] —

L L L L
02 0.4 LX) 0.8 10

Figure 2.3: Sample path N(¢) of the Poisson process.

p1 gives you the probability that exactly n; events have occurred in [0, 1].
If we compare it with the Poisson distribution

_AT

P = (2.16)

n!
we can identify A = at. The mean grows linearly in time and « is the growth rate.
For small 7, the jump probability is

po(n+1,t+7|n,t) = ar + O(7?) (2.17)

Therefore, o gives you the jump rate.
The Poisson process can also be interpreted as a "one-sided" random walk, in which
the walker steps to the right only with probability per unit of time equal to «.

2 4 6 8 10

Figure 2.4: Poisson distribution as a function of time for n = 2 (red) and n = 4
(black). The maximum occurs at t = n/a = 2 and t = 4 respectively.
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Chapter 3

Fokker-Planck equation

From the Chapman-Kolmogorov, which is an integral equation, one can derive two
important types of differential equations. For continous processes with diffusion and
drift, one gets the Fokker-Planck equation.

3.1 Derivation

From the Chapman-Kolmogorov equation one can derive the differential equation
for continuous processes with drift and diffusion, namely the Fokker-Planck equation
(FPE). In order to obtain a differential equation from the CKE, we need to add
statements on local properties. Here these local requirements are motivated by the
short-time behaviour derived earlier for the random walk on a line. They are:

/dxg(xg — x1)pa(29, t + Atlzy, t) = A2, 1) At + O(At?) (3.1)
/ du (s — 21)2pa (s, t + Atles, £) = 2D(z1, )AL+ O(AL2) (3.2)

Higher moments of the transition probabilities are assumed to vanish in linear order.
Thus, for small times we deal with a normal distribution with mean A and variance
2D. The coefficient A is the drift velocity (dimensions m/s) and D the diffusion
coefficient (dimensions m?/s). In general, they do not need to be constants, but
could be functions of the state variables. For higher dimension they become the drift
vector and the diffusion matrix. The factor 2 in the second equation is a convention
(some books like Gardiner or Honerkamp do not use it).

We consider x € I C R and a test function R(z) that vanishes together with its first
derivative at the boundaries of the interval I.

Opa2(y, t|2',t") 1 1 / ’oy Iy
/IdyR(y) 5 = lim -~ dyR(y) [p2(y, t + Atla’, 1) — pa(y, t]2’, )]

ckp 1 P ' oy
= Jlim At/dyR(y)[/alzpz(yﬂtﬂLAlflz,t)m(z,ltlﬂc ) = p2(y, tla’, 1)

Now, since y and z are close (because At is small), we expand R in y — z up to
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second order according to the requirements stated above:

z 2 z
lim i{ /dydz(R(z) + (y — z)agi ) + 1(y— 2)288]22 ) + . )p2(y, t + At|z, t)pa(z, t2', ')

At—0 At D)
z 2R(z
- /dyR(y)Pz(y,ﬂa:',t’)} = /dZPQ(Z,t\x/,t'){A(z,t) &Zi ) +D(Zat)a£g )}

where for the last step we used that the first and last terms cancel and the require-
ment on the moments. Note that the linear assumption in A¢ for the moments
exactly cancels with the At from the time derivative.

In order to get rid of the derivatives of R, we use partial integration:

0 0?
= /dzR(z) { — a(A(zj)pg(z,t\a:’,t’)) + @(D(z,t)pg(z,t\x’,t’))}
Comparing this with the first expression, the test function drops out and we obtain
the Fokker-Planck equation (FPE), also known as Kolmogorov equation or Smolu-
chowski equation:

Opa(z, tla’, 1) 0 0?
= (- %A(m,t) + @D(x,t))pg(x,ﬂx’,t') (3.3)

Since it is a partial differential equation (PDE), one needs initial and boundary
conditions to solve it.
Comments on FPE

1. The derivatives act not only on A and D, but also on ps. Therefore there might
be more than two terms on the right hand side. If A and D are constants, there
are only two terms and the FPE can be written as ps = (— A9, + D9?)ps.

2. We can also write an equation for p;. Multiplying the FPE on the right for
p1(a’,t') and integrating over z’ we get:

pr(e,t) = (=0, A+ D)pi (1) (3-4)
Thus the FPEs for p; and py are formally the same.
3. The FPE can be written as a continuity equation:

J=(A—8,D)p (3.6)

with J being the probability current. Thus the FPE describes the flow of
probability. Important boundary conditions are:

(i) Reflecting: J|poundary = 0.
A=0and D = constant — 9,p1 =0
(11) Absorbing: pl‘boundary =0
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4. If viewed as a function of (z,t’), pa(z,t|2’,t") satisfies the adjoint or backward
FPE:

Oyppa(x,tla' ') = ( — A2, )0y — D(x/,t/)ai,)pQ(x, tla' 1) (3.7)

Note that there is no sign difference anymore and that derivatives do not act
on A and D but only on po. That makes it a simpler equation than the FPE.

5. The derivation used here uses similar concepts (test function, integral, partial
integration) as the weak formulation of the finite element method (FEM) for
PDEs. Like the Schrodinger equation or the equations of continuum mechan-
ics (Navier-Stokes equation, diffusion equation, Navier-Cauchy equation, etc)
the FPE can be solved numerically by FEM-software (e.g. ANSYS, ABAQUS,
Comsol Multiphysics, FEniCS, deal.Il, DUNE, HighFlow3, etc).

Derivation of the adjoint Fokker-Planck-equation

To derive the adjoint FPE, we take the derivative of the propagator with respect to
the conditional time argument ¢':

po(x, t|2' t' + At) — po(x, t|2’,t)

/ tlz' t") = li . .
815 p?(xa |$ ) ) A%ﬁIE)lO At (3 8)
We may write the first term as:
po, a1+ AL) = /dupg(u, U A ) pola bl + AL, (3.9)
=1
For the second term, we use the CKE to get:
po(a, tla’ ¥) = / dups (. tu, ' + At)pa(u, ¥ + AF |2/, 1), (3.10)

Thus, the expression above can be expressed as:

1
at’PQ(x,t‘x/»t,) = lim /dupQ(u,t'—f—At|x/,t/)(p2(x,ta:',t/—f—At)—pg(:c,t|u,t’+At))
At—0 At

To evaluate the limit, we need to consider terms up to first order in At:

pa(u, t’ + At|2't") =po(u, t'|2't") +0rp2(u, T|2't)) At + O(At?);
~—_—— T=t/
=0(u—a’)
pa(x, tla' v+ At) — po(x, tlu, t' + At) =po(z,t|a’, t') — pa(z, tju,t')
+0r(pa(, |2’ 7) = pa(, tlu, 7)) [r=p At + O(AE?).

This yields:

8t’p2(xvtx,’t/):/dua‘rPZ(uvﬂx,t,) 2@tz 1) = pa(, tlu, ), (3.11)
T=
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where the term in zeroth order vanishes due to the delta function. We can now apply
the FPE to get:

8t/p2(x,t\az/,t') = /du(@u(—A(u,t/) + 8uD(u7t/))pg(u,t/|:p/t/))(p2(x,t\az/,t') — pa(z, t|u,t'))
= —/du((A(u,t’) — 0uD(u, t"))pa(u, t'|2't")) Oupa(z, t|u, t)
- —(A(:c’,t')é?x/ + D(m’,t’)@%)pg(m,t]a:’,t'),

by partial integration and by using that pa(z,t|u,t’) = §(2' — u). So we see that in
fact we obtained the result stated in eq.(3.7).

3.2 Generalization to higher dimensions

Let & be a d-dimensional vector of random variables ¥ = (x1,...,x24). The require-
ments on the CKE for small times now read

/ (T — 31)ip(Fast + At|T1, 1) = Ay(F1, )AL+ O(AL) (3.12)

/dfz(@ — &1)i(T2 — 1) ;p(Ta, t + At|T1, 1) = 2Dy (1, 1) At + O(AE?)  (3.13)

which define the drift vector A; and the diffusion matrix D;;. From the definition
of D, it is clear that D;; = Dj;. Proceeding analogously to the derivation of the
one-dimensional FPE, one gets the multivariate FPE

d d
PED) = (=D 00 AT ) + D 000, Dy(E D) ) (E1)  (314)
=1

ij=1

which can again be written as a continuity equation p; +V-J = 0 with the probability
flux J defined as
d

Ji=Ai =Y 0:,Dy; (3.15)
j=1

The continuity equation tells us that the change in probability in a volume V is
determined by the flux across the boundary in analogy to fluid dynamics. We can
see it by integrating the continuity equation for pi(x,y, z,t) over a volume element
v

d L. 9 4
O:/delJr/dVV-J:/deH—/ dAR- T (3.16)
v oodt o Jy ot Jv A=dV

where we have used Gauss’ theorem to convert the volume into a surface integral.

30



3.3 Moments and exact solution for linear coefficients

For a process described by a d-dimensional FPE, one finds the following time evolu-
tion of the first moment of x;:

O (i) = / A7 230y (1) (3.17)

d d
_ / it i 0 0, (=A@ 1)+ 3 0a, Dl 1) ) a (7,1 (3.18)

=1 k=1

’ d

= / dZ Ai(Z,t)p1(Z,t) — / dZ Y 0w, Dig(E,1)p1 (7, ) (3.19)

k=1
— (AT 1), (3.20)

assuming that A;(Z,t)p1(Z,t), Dik(Z,t)p1(Z,t) — 0 for |Z] — oo and using partial
integration several times.

Similarly, one finds for the second moments:

8t<$z'1'j> = /dfxixjé?tpl(a?, t) (3.21)
d
_ / 4t iy 370y, (= Ay(E 1) + 30 0 D, 1)) a(#, 1) (3.22)
j=1 k=1
_ / 47 (A1) + 2, AE0))pr(E.0) + 2 [ 47 Dy(E.Om(E.1) (3.23)
= (@idj(z,1)) + (z;Ai(z, 1)) + (Di; (£, 1)) + (Dji(Z, 1)) (3.24)
= (:CiAj(:C,t» + <xin(x,t)) + 2<Dij(_’,t ) 3.25

using in the last line that D is symmetric. Expressions for higher moments can be
found analogously.

We now consider the case that A(Z,t) = A(t)x; , ie. is a linear function of ¥ and
D # D(Z). Then the dynamic equation for the first moment reads:

(L) = A(t)(T), (3.26)
= (#) = Leh A 5, (3.27)
=Y ()

where T’ denotes time ordering, which is relevant when A(t) does not commute at
different times ¢. For the variance ¥;; = (z;x;) — (2;)(z;) we find:
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d
8t2ij = QDZ‘J‘ -+ Z Ajk(x,xk> -+ Azk<a:3xk> — Agk<xz><l‘k> — Azk<x]><xk> (328)

k=1
d
=D;; + Dj; + Z A () (zizk) — (i) (xn)) + Ai((zrrs) — (T8){(T5))
. 3.29)
= 93X = (A(t)E + ZAT(t)) +2D(1), (3.30)

It can be easily checked that this differential equation is solved by:
S(t) = Y(6)2(0)Y" (1) +2 / Y (Y~ () (D)) (Y)Y (@), (3:31)

Then one can also confirm that
pi(Z,t) = 1 o~ 3@ (EONTE(H)(EF(E(1))) (3.32)
(2m)e det X(¢)
solves the corresponding FPE. This is precisely the form of a multivariate normal

distribution with mean (Z(¢)) and variance 3(t).
So p1(#,t) is Gaussian at all times. Such a process is called a Gaussian process.

3.4 Mapping to Schrodinger equation

The FPE is mathematically very similar to the time-independent Schréodinger equa-
tion and in fact these two equations can be mapped onto each other. This means
that when a problem has been solved for the Schrodinger equation (e.g. the harmonic
oscillator or the hydrogen atom), one can explore what this helps us with the FPE.
Here is the procedure to map the FPE onto the Schréodinger equation:

1. If the FPE has non-constant diffusion, one first has to transform to constant
diffusion, because the kinetic part of the Schrédinger equation is simply the
Laplace operator.

2. Next one writes the drift term as a gradient of a potential V. Using the product
rule for (V'p) = V"4 V'p/, one sees that one still has to get rid of the derivative

/

p.
3. This can be achieved by the transformation
() = 2O (3.33)
Vps(@)
This leads to an effective potential for the Schrodinger equation
\ved V/2
=— - — .34
Vs 2 4D (3:34)

4. In principle, the time-dependent Schréodinger equation follows from the Wick-
rotation ¢ — éAt, but this transformation might be problematic due to certain
residues in the integration path.
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3.5 Examples for the FPE

Deterministic system

Consider a deterministic system and its trajectory x(t) given by solving a differential
equation of the form & = f(x).
In order to get the deterministic limit for the FPE we need to take

Thus, the drift and diffusion constants are

Az, t) At = /dz(z — z)pa(z,t' + At|x, ) = /dz(z —z(t")d(z —z(t' + At)) =

=z(t'+ At) —z(t') = 2(t)At = |A(z,t') = @(t') = f(x)

D(z,t')At = /dz(z —z)?pa(z,t' + Atlz,t) = (z(t' + At) — x(t’))2 =
(#A8)? = O(A?) =

Therefore, drift A(z,t) is the deterministic part of the FPE (which we can also
identify with the velocity) and diffusion D(z,t) the noisy part. Therefore the FPE
can be considered to be a drift-diffusion equation.

Wiener process

As previously stated, the two-point probability for the Wiener process is given by

1 /
po(m,t + Atla! ) = me—@—m )?/24 (3.37)

which is the solution of the FPE for A =0 and D = 1/2 (diffusion equation)

o1
P2 = 500p> (3.38)

Note that py is not polynomial in At. If both diffusion and drift are present, we get
the picture of a particle moving with velocity v = A on which a Gaussian fluctuation
with variance 2D is superimposed.

— z(t+ At) = 2(t) + A(z(t), ) At + (2DAL)/?
Conclusions:
(i) Trajectories are continuous, x(t + At) ALp0 x(t).

(ii) Trajectories are nowhere differentiable (due to the At!/?)
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Diffusion in a gravitational field

Consider particles in a container with a viscous fluid with friction coefficient £ = 1.
We again consider the overdamped limit. The probability to find a particle at a
height x is given by

p1 = 0,(Gp1) + DI?py (3.39)

where G is the gravitational constant. In the stationary case,

O0rDs

Ps

G
=0, Inps = ) = py ~ e G/ = o=Ga/kpT (3.40)

where in the last step we converted to a Boltzmann factor. This last expression is
known as the barometric formula.
Ornstein-Uhlenbeck process

This is the first example with both diffusion and drift. It is the result of adding a
linear term to the Wiener process. The FPE for this process is

p1 = 0 (Mkap1) + Doy (3.41)

The drift part can be physically interpreted as follows. Consider a spring submerged
in a viscous fluid. The equation of motion is

F=mi=—kx—&v (3.42)

where k is the spring constant and & the friction coefficient. In the over-damped
limit (in which one sends m — 0)

v=—Mkr=A (3.43)

with M = 1/£ the mobility.
The stationary solution (ps < 0) is given by

Or (Mkxps + DOyps) =0 (3.44)
=J

Due to boundary conditions J = const = 0. Hence,

Oups  Mka MENY2 e
pp = p “Ohpe =[P (%D) e MR/ (3.45)

Note that this is the same result that we obtain in statistical physics when we con-
sider a particle in an harmonic potential in a temperature bath, i.e the Boltzmann
distribution pg(z) ~ e~V @/ksT — e~ 3ke? kBT Comparing the two we obtain the
Einstein relation

kT
D = MkpT = % (3.46)
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This is an example of the fluctuation-dissipation theorem. It connects two seemingly
very different quantities, the diffusion constant D (fluctuation) with the friction
coefficient ¢ (dissipation).

From the Gauss distribution, we can immediately get the fluctuations in position:

D kT
@) = E =
Mk k
This makes a lot of sense: temperature increases the fluctuations, and stiffness de-
creases them.

(3.47)

Harmonic oscillator with damping

The equation of motion reads m# = —kx — £2. Using the momentum p = ma we
can write it as a vectorial differential equation ¥ = f(Z):

1
0-(% )0

We obviously deal with a multivariate FPE. From the deterministic equation, we can
read off the drift vector. We rewrite it as a matrix multiplication to see the linear

character: .
. 0 =
A= L (3.49)
. &
m

What will be our diffusion matrix ? Here we note that the noise appears on the level
of the second derivative, so we write

D= <8 £p> (3.50)

with (p?) = 2D,t. In contrast, for an overdamped system we would write a diffusion
constant D, on the level of the first derivative.
Our multivariate FPE now reads

£ ¢

p(z,p,t) = <—5L(9x + kx0, + - + %pap + Dpag) p(z,p,t), (3.51)

which is also known as Kramers equation. The stationary solution is given by

& p2 &k .2
ps~e 2mDPpT e 2Dp (3.52)

This gives the Boltzmann distribution if we have

050

Indeed this diffusion constant has the correct physical dimension for < p? >= 2D,t.
Putting D, = kgT'¢ into the stationary distribution gives the correct total Hamilto-
nian, H = p?/(2m) + kx?/2.
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From the Gauss distributions, we can immediately get the fluctuations:

mD,

§

The larger the relaxation time 7 = m/¢, the larger the fluctuations in p. For the
fluctuations in x, we get the same result as for the overdamped case.

D, kgT
Tk k

() = = Dyr, (2% (3.54)
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Chapter 4

Master equation

For discrete processes with jumps, the Chapman-Kolmogorov equations leads to the
master equation, which is the subject of this chapter.

4.1 Derivation

The CKE does not only describe diffusive processes, but also jump processes. We
now consider such jump process with the simplest possible law, namely that the
transition (=jump) probability increases linearly with time. We write

po(z, t+ Atla” ) = (1 — a(z, t)At)6(z — ") + W (z, 2", t) At + O(At?)  (4.1)

where (1 —a(x, t)At) is the probability to stay at the same point and W (x, 2", t) is
the probability to jump from a” to x at a given time ¢ (the starting point is written
on the right and the end point at the left, so you should read this from right to left).
These two probabilities can be related by considering the normalization condition:

/dang(:v,t+ Atlz" t) =1 = |a(2",t) = /de(mw”,t) (4.2)

Therefore, the larger the probability to jump, the smaller the probability to stay, as
it should be.
Now, we combine it with the CKE:

pa(x,t+ Atla' ) = /dﬂs"pg(:c,t + At|z” t)po (2" t|a ) =
— (1 - a(e, ) A pa(a, tla, 1) + At / "W (2, 2" o 1|2’ ) + O(AR2)

Writing a(x,t) in terms of W we obtain the master equation (ME):

gtpg(a:,t]x’,t’) = /dw”W(az,:c",t)pg(w",t|x’,t’) —/d:c"W(m”,at,t)pg(x,t\x/,t’)
(4.3)
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We also can get rid of the conditioning and then have an equation for the one-point
probability:

gtpl(:v,t) = /d:r"W(a;,x",t)pl(x",t) —/dm”W(a:",x,t)pl(x,t) (4.4)

The first term is the gain term (all jumps to the position x) and the second term the
loss term (all jumps away from position x). The ME is a balance equation, while the
FPE is a continuity equation.

Since we are dealing with a jump process, it is more natural to write the ME in a
discrete version. Let p,(t) be the probability to be at the site n at a given time and
Wi (t) the jump rate from the site n’ to n. The discrete ME then reads

Pn(t) = Z (Wnn’pn’(t) - Wn’npn(t)) (4.5)

/

n

Note the asymmetry of the sum and that there is no sum over the repeated index n
on the second term.

The discrete version can be visualized as a weighted bidirectional graph. FEvery
possible discrete state n is represented by a node of the graph while W,,,,s represents
the directed edge connecting the node n’ to the node n (with a certain weight).
Some properties of the physical system simply follow from the topology of the graph,
while others depend on the exact numbers of the weights. At any rate, a detailed
treatment of master equations profits from graph theory.

4.2 Some general properties of the ME

Stationary states

In many cases, our physical system arrives to an stationary state in which probabil-
ities do not depend on time. The definition of a stationary state is p,(t) = 0 which
can also be interpreted as an influx-outflux equilibrium:

Z W D = Z Warnbn (46)
n' n'
There are two types of equilibrium:

1. Local stationarity:

O—0O

v

®

Here each link is balanced by itself. Thus nodes are also balanced. This situa-
tion is called detailed balance and it is typical for thermodynamical equilibrium
(follows from time-reversal invariance for closed physical systems).
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For systems in equilibrium in contact with a heat bath (Boltzmann distribu-
tion):
Wn/n _ e—AE/k‘BT (47)
Wnn’

2. Global stationarity due to cycles:

O—©

Ve

®

This case is only possible if loops exist in our system. It is also called a non-
equilibrium steady state (NESS) and it is typical in driven systems. So we see
that steady state does not mean equilibrium!
Matrix formulation
The ME is linear in p; and can be solved by an eigenvalue analysis:
p=Vp (4.8)
where
Vo Won n #n'
nn - Zn”;ﬁn Wn//n n = n/

The matrix V' contains all the information of the graph (i.e. of our physical problem).
Examples:

1. Two-state system: @ :@

The equations of motion are

(4.9)

p1 = Wiap2 — Waip: (4.10)
p2 = Waip1 — Wigpo (4.11)
—War Wi
V = 4.12
< Wa —W12> (4.12)
2. Three-state system:
p1 = Wiaps + Wigps — Woipr — Waipr (4.13)
—(War + W) Wia Wis
V= Wo1 —(Wha + Wag) Was (4.14)
W31 Wag —(Wi3 4 Wa3)

Notice that, according to the construction of V, all the columns of V sum
to zero, the diagonal elements are non-positive and the off-diagonal ones are
non-negative.
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From (4.8) we see that

pldr) = (14 Vo) = pr) = Tim (1+V=)"5(0)

M—o0

= | t) = "'5(0)

Therefore " is the operator that gives the time evolutiorﬂ
A general solution can be expressed in terms of eigenvectors py of V with eigenvalue
A as

plt) = expa(0)e (4.15)
A

with p(0) = > eapr(0). A = 0 describes the stationary state and A < 0 describes
different relaxation processes.

4.3 Examples for the ME

(1) Poisson process

For the Poisson process we have

n=20,1,2,.. (4.16)
Wnn’ = aén’n/ﬂ (4.17)
The equations of motion are
P = QPn_1 — apy, VN (4.18)
The solution of this equation is
t n
P GO (4.19)
n!

as can be easily checked. So we are dealing with a Poisson process with < n >= «at.

'Here there is a nice analogy with quantum mechanics. For symmetric (thus, hermitian) V, -V
becomes the Hamiltonian of the quantum system. Therefore, the difference between the classical
time evolution operator and the quantum one is only the i of the exponential. Directed edges (i.e.
non-hermitian V which represent dissipation) can be treated quantum-mechanically with a quantum

. d . . .
master equatlon —_ = —1 5 + m e context o quantum noise an econerence.
t d’t’ H,p| + L) in th t of d decoh

40



(2) Radioactive decay

The number of nuclei decays in proportion to itself, thus we have

n=20,1,...,n9 (4.20)
Wnn’ = ’yn(sn,n/_l (4.21)

Thus the rate is linear in n. An exact solution exists (see below).
(3) Random walk on a line

For the symmetric random walk

n = —00,...,00 (4.22)
_Ja ifjn—n/|=1
Wn' = {0 otherwise (4.23)
The equations are
Dn = a(pn—l + Dn+1 — 2pn) (424)

which is the discrete version of the diffusion equation

Dn = Oz@%pn (4.25)
An exact solution exists (see below). It is not the Gaussian, as expected in the
continuum limit, but more complicated.

(4) Chemical reactions

For small reaction volumes the number of molecules in the sample is crucial (not
the concentrations). The ME applied to that field is often called chemical master
equation. Here is a simple example:

D5 A
AL
This is a reaction in which we create a molecule A with a rate v and it is destroyed

with a rate u. Now the number of the site represents the number of molecules A
that we have. Therefore,
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v ifn=n"+1
W""/_{un’ T (4.26)

with n > 0, where the n’ is a combinatorial factor that takes into account that there
are n/ molecules A that can be destroyed.

v v v
OO0 =6
H 21 3u

One-step master equation

The three previous examples where examples of one-step master equation. There
where only jumps from a site to a neighbouring site. It is convenient for later purposes
to rename the jump rates and introduce g(n) = Wy41, (forward or association or
on or birth rate) and r(n + 1) = W, n41 (backward or dissociation or off or death

rate).
)

'r n+1

Typical applications are population dynamics, protein clusters, chemical reactions,...
Like for the FPE, the boundaries are very important and key in determining the
behaviour of the system. Often one has n > 0 (boundary at n = 0 like in the first
and third examples).

Two basic boundary conditions are:

1. Reflecting boundary: r(0) = g(—1) =0

This is the case of the Poisson process for example, in which our system are
the sites |0, 1, 2...] and the sites [—oo, ..., —1] are completely disconnected.

2. Absorbing boundary: g(—1) =0, 7(0) =c# 0

Here the site —1 acts as a sink. Some probability can go from the site 0 to the
sink but it cannot go out.

DO =0 =0 = -

If we consider the probability ¢ = > ; p, to be in the allowed domain defined
as the sites [0, 00] (that is, we restrict ourselves to a sub-domain) we see that
it always decreases and we have dissipative behaviouf?}

p1tq=1= ¢=—p1=—cpo <0 (4.27)
The probability to be in the domain decreases until pg = 0.

2The probability in the whole system is of course conserved.
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Steady state for the one-step ME

P = r(n+ Dpni1 + g(n — Dpa_1 — (r(n) + g(n))pn = 0 (4.28)
= J=g(n—1pp_1—r()pn =g(n)pn —r(n+ 1)ppt+1 (4.29)

thus the net current is the same everywhere.

Often one has J = 0 (e.g. detailed balance, reflecting boundary, etc). Then we can
write the steady states p} as

L _gln=1) . gn—1)g(n—2)..9(0) ,
P ) T (e — D)) (4.30)

On the other hand, pf; follows from the normalization condition ) p} = 1.

Example 1: Queuing

We consider a queue, for example of customers in the supermarket or of tasks in a
to-do-list.

Let g(n) = A be the arrival rate and r(n) = p the rate of removal. We need \ < p
to get an steady state

vi=(3)'n (4.31)

From the normalization we get the value of pj

1—an PoZ( ) = A/ =>p*=1—2 (4.32)

The probability to get served immediately is larger if few clients arrive (low \) or if
the service is faster (high p). The average length of the queue is (with r = \/u):

1
<n>= ann— 1 —17)(ro, Zr (I —r)( Ta)l—rzlir (4.33)

Thus it grows linearly with small » and diverges at r = 1.

Example 2: Chemical reaction

Consider the following chemical reaction (molecules):

A+2X = 3X

This reaction should, in principle, be described with a two-variable ME. However,
we only focus and keep track of the X-molecules, so that we can use the one-step
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ME. This means that we treat A in the macroscopic limit and X in the microscopic
limit.

Here the domain is n > 2, where n is the number of X-molecules, since we need at
least two molecules in order for this reaction to take place.

The association and dissociation rates are

n(n-—1)

=k — 4.34
o(n) = Ca e (1.34)
_on(n—-1)(n—2)
r(n) = ng O q (4.35)
where € is the volume of the system and C'4 the concentration of A.
For J = 0 (detailed balance assumption), the steady probabilities read
. gn—=1) kEiCa(n —1)(n —2)Q3 K |, 2K"2
== = = — = — 4.
29 T(n) Pn—1 k:gn(n _ 1)(n _ 2)92 n—1 n Pn—1 n Y2 ( 36)
k1C Q2 . . .
where we have defined K = o Again, p3 is found through the normalization
2

condition.

= * * - 2Kn_2 * 2 K

1=ZPnZP2 ol :Pzﬁ(e -1-K) = (4.37)
n=2 n=2
K" _ 1 Ks1 K™ _

= K i R e (4.38)

We see that, for large K, it behaves like the Poisson distribution with a mean number
of molecules

= .0 (4.39)

where Cj, is the concentration in the steady state (Cp = (n)/€). From here we can
deduce the law of mass action:

C, B kq
T | = _ |- K 4.40
Ca | CaC2 ko A (4.40)

where K 4 is the association constant. Thus in the limit of large systems we get
the macroscopic law of mass action. However, the ME also gives us the stationary
distribution for smaller systems which do not obey thermodynamics.

Equations for the moments

Also called "macroscopic equations" or "mean field approximation".
For the first moment
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Sy =3 ma(t) = S n(r(n+ Dpnia + 90— Dpas — (r(mn) + g(n))pa) =

= ((n=1)r(n)py + (n+ 1)g(n)pn — nr(n)p, — ng(n)py) =
=> (= r(m)pn + g(n)pn) = (g(n)) — (r(n))

If r(n) and g(n) are linear, then the average can be drawn into the functions and we
get an ODE for (n):

d
7 = 9((n) —r((n)) (4.41)
Analogously, the higher moments can be calculated with the differential equation
d
") = (((n = 1" =nF)r(m) + (((n + D =n*)g(n)) (4.42)

If r and g are linear in n, the RHS is a polynomial in n of order k. Therefore, it can
be solved recursively using (n*) and lower moments. If » and g are not linear, the
system is not closed.

Consider the one-step ME with linear rates.

(i) First moment:

@ tny = g({m)) — () (1.43)
(ii) Variance:
d d
@) — ) = Ly = 444
= (1= 2myr(m)} + {(2n+ Dg(m)) — 2mg((n) — () (4.49)

For example:

1. Symmetric RW on a line: r =g =1
d

T =-1+1=0 = (n) =0 (4.46)
%<<n2>> =2 = ((n%)) =2t (4.47)

2. Radioactive decay ("linear death process"):

Suppose ng nuclei that can decay. Let r(n) = yn and g(n) = 0 be the death
and birth rates. Then,

& tn) = —in) = () = noe™ (4.48)
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Recall that n takes discrete values and that a certain realization will not be
continuous function of time. However, the average is. For the variance

(%) = ~29(n?) +7m) + 29(n)? = (4.49)
((n%)) =no(e™ " — ) (4.50)

The variance vanishes at small and large times and has a peak at intermediate
times.

Exact solutions using generating functions

The generating function G(z,t) is defined as

o0

G(z,t)= > 2"palt) (4.51)

n=—oo

The discrete index n has been replaced by the continuous variable z. The normal-
ization condition leads to G(z = 1,t) = 1.
The moments can be expressed as

(n¥)y = (20.)*G(z, 1) (4.52)

z=1

We want to obtain a differential equation for G(z,t). Multiplying the ME times 2"
and summing over n we get the following PDE for G(z,t):

o

Z_: < (p” =7+ Dppi1 +9(n—1)pp—1 — (r(n) + 9(”))%) - (4.53)
OG;J) = > ("' m)pa+ 2" g(n)pn — 2" (r(n) + g(n))pn) = (4.54)
aG(g?t) _ ((% — 1)r(20:) + (2 = 1)g(20-) ) G(2,1) (455)

This equation can be solved for many important Casesﬂ

Example 1: Poisson process

Defined by g(n) = A, r(n) = 0 and n > 0. Since 7(0) = 0 we can consider the
unbounded state space and the generating function

G = Az — 1)G (4.56)

3See book Stochastic Models in Biology by Narendra S. Goel and Nira Richter-Dyn, Springer
1974.
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With the initial condition py,(t = 0) = dpm, m >0

m z— m - - )\t " m-rn
Gz, t =0) = 2™ = G(z,t) = PEVEm — M Z (n!)Z = (4.57)
n=0
00 ; ()\t)n—m —At
-m n(t) = —— >0
i=—m ' pu(t) =0 n<m

Again, with G(z,t) we can calculate the moments. The first moment and variance
are

(n)y = Zaz‘zzl =X+m (4.59)
(n?) = (20.)°G|_, = .= (M+m)>+ Xt = ((n®)) =\t (4.60)

Example 2: Radioactive decay

As seen above, the radioactive decay is defined through r(n) = yn and g = 0. Thus

oG = ’y(é -1)20.G (4.61)

The initial condition py,(t = 0) = dpp, (i.e. G(z,0) = 2™0) gives

—yt\ 70 A ze” Mt \no
Glat) = (14 (2= 1)e™ ™)™ = (1 — ) (1+m) - (4.62)
—vyt\no - 1o e—wt " n - 1o —ynt —yt\no—n _n
(1— e ;)(”)(1—6‘“) P :%(n% (1— e My mn  (4.63)
= |pn(t) = <n0>e'7"t(1 —e M) for 0 < n < ny (4.64)
n
For example, for ng = 2 we have
po=(1—-e)? (4.65)
p1=2e (1 —e) (4.66)
P2 = e_zﬂft (467)
and po +p1 +p2 = 1.
Example 3: Symmetric RW on a line
1
r=g=1= 0G=(_+z-2)0 = G = el#+i-21 (4.68)

for the initial condition G(z,t = 0) = 1, which corresponds to p,(t = 0) = dno.
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Normalization is satisfied since G(z = 1,¢) = 1. G can be rewritten in terms of the
modified Bessel functions I,, as

G(z,t)=e 2 i I,(2t)2" (4.69)

n=—oo

which directly allows us to identify

pa(t) = e > I,(2t) (4.70)

This is the first time we are able to get p(t) for the RW. For large times (stationary
limit) we have that p, goes to zero as

1
VAt

Therefore, there is no stationary limit (corresponds to the Wiener process!).
The generating function contains all the information of our system and from it we
can get all relevant quantities. The mean and variance are

pn(t) — (4.71)

1

(n) = (20.)G(z,t)|,_, = 2T+ 72(1 - .y =0 (4.72)
(%) = (:0.)°G(z, 1) ,_, = 271720 + )], =2 (4.73)

which agree with the results obtained with the macroscopic equations.

Example 4: Linear birth-death process

For the radioactive decay there is only a decay rate. Now we add a birth rate:

We define n to be the number of A molecules (0 < n < N). The birth and death
rates are then r = kyn and g = ko(N — n).

We want to use dimensionless time kit. Dividing the one-step ME by k; we see that
the new birth and death rates are r =n and g = y(IN — n), with v = ko/k1. Then

9,G = ((% ~1)(202) + (= — V(N — 20,) )@ (4.74)

With the initial condition p,(t = 0) = d,n (G(2,t = 0) = zVV) one gets

(2 = De= " 4 (14 92)\ ¥
G(z,t) = 4.75
(=)= ( o ) (4.75)
from which the following probability distributions are obtained
N + 6—(1+7)t n(| — 6—(1+'y)t N—-n
pn(t) = (7 ) ( N ) (4'76)
n (I+7)
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In the stationary limit

O e e
— T

which is the binomial distribution with probabilities p and q.
The moments are

(n) = (20.)G|__, = 7 N~ (4.78)

N + _
1+~ 1+~
N—— N——
stationary limit exponential relaxation

(n) (1 — e~ (H)0)

4.79
1+~ (4.79)

The variance vanishes for t = 0, v = 0 or v — oco. The larger the system is (IV, (n)),

the smaller relative fluctuations 7~ ~ (n)~1/2.

Differential CKE

In summary, we have shown that the CKE gives rise to the FPE (diffusion and drift)
or the ME (jumps). However, both processes can also be combined into one equation,
the differential CKFE:

op(x,t) = (=0, A + 02D)p(x,t) + /dm’ (W(:L‘,:r’,t)p(m’,t) — W(x',x,t)p(x,t))
(4.80)
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Chapter 5

Langevin equation and stochastic
calculus

5.1 Brownian motion

In this chapter, instead of dealing with the probability distributions p(z,t) of a
random variable X (t) = Xy, we will start directly from the physical equation of
motion and add a stochastic force to it. This was done by Paul Langevin (1872-
1946) in 1906 for the first time for a Brownian particle:

mo(t) = —Ev(t) +  on(t) (5.1)
——

random force

where v = & is velocity of the particle, the & is the friction coefficient, o is the noise
strength and n(t) is Gaussian white noise motivated by the central limit theorem:

(n(t)) =0 (5.2)
(n(t)n(t')) = 20(t -t (5.3)

Note the factor of two in the correlation function. There are different conventions in
the literature.

Since 7 is a random variable, so is v(t). One can write the following formal solution
of Langevin’s equation:

t
v(t) = vo(f%t + efwt/ dseﬁsin(s) (5.4)
0 m

which can be verified by substitution. It is important to note that we only used
the property of linearity of the integral and we have not made any assumption of
differentiability of n. Moreover, we have not dicussed yet how an integral over a
random variable has to be defined.
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Mean and correlation function

By drawing averages into the integral, we can calculate moments. For the average
we get:

(v(t)) = voe™ " (5.5)

thus the average decays exponentially like in the deterministic case.
For the two-point correlation we get:

t/
(w(tye(t)) = e w0+ 1 T P ) / ds / dses Gt o5(s— ) = (5.6)

2 2
I3 g £ g m 3
=vfe m ) 4 — e—m(t+t’)/ ds2en?t = p2e~m () 4 2e—m(t“) (em? —1)
m

(5.7)

2 2
sty (2 _ O P )
c (UO m§> + mﬁe (58)

Here we assumed t < t' for the time order (in the opposite case, we had to invert the
two; the general case could be formulated by using Heaviside step functions). The
coefficient m /¢ is the relaxation time. Under the assumption ¢,¢ > m/&, which is
true in most cases (m /& ~ 1078s for Brownian particles), the first term vanishes and
we get

2 e
(b)) = —e m @) (5.9)

For large time differences, ¢ > t, it goes to zero, whereas for equal times it has a
finite value
2
(v(t)*) = v (5.10)
Thus the random kicks from the environment keep the particle in motion.
In thermodynamics, the equipartition theorem tells us that in one dimension and in
equilibrium

1
Gm(v?) = SksT = |kpT = ? (5.11)

2
£

which agrees with the Einstein relation previously found if we identify o = D&2.

Mean squared displacement

= </tv(s)ds /Otv(s')ds'> (5.12)
= / ds / ds efn(ssl)—i-/: ds’e*%(s/fs)) (5.13)

- / ds(2 — e 38/m — g (t=9)8/m) (5.14)
2 2 2
- Z—QZt + Z—Jn(e—tﬁ/m —1) (5.15)
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We can study two limiting cases.
(i) Short-time behaviour (t < m/¢):
The first order terms cancel and one gets ballistic behaviour

2

o
t)?) = —t? 5.16
(0P - 2 (5.16)
(ii) Long-time behaviour (¢t > m/¢):
Now one gets diffusive behaviour
202
Since the diffusion constant is defined by (x(t)?) = 2Dt, we get the Einstein
relation
p_ 2 _ kT (5.18)
& £ '

This relation tells us that the mobility of the particle and its diffusion constant are
directly related through thermal energy (fluctuation-dissipation theorem).

Langevin’s original derivation

Langevin’s original derivation was even shorter.

mi = —&i + F (5.19)

where F' is a fluctuating force satisfying (F') = 0. Multiplying the above equation
by x, he got

Taking the expectation value and assuming no correlation between F and x gets
rid of the random force. The velocity term can be dealt with by the equipartition

theorem. We then have
2 d, o
—(z*) + 2—(2°) = kT (5.21)

Again we can distinguish between two regimes. In the overdamped limit ¢ > m/¢
we can also get rid of the term containing the mass. We then have

kT kT
@) =222 — |p="E2

: : (5.22)
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Comments

Since 7(t) is Gaussian white noise, only (n(t)) and (n(¢t)n(t')) are relevant. All higher
cumulants of 7(t) and therefore of v(¢) vanish.
The velocity v(t) is a random variable with mean and variance

(v(t)) = vge /™ (5.23)
(0l = 205 (5.24)

with ¢ > ¢. This actually defines the Ornstein-Uhlenbeck process with steady state
given by

1/2
ps(v) = (Lm ) e~v*/(20%/¢m) (5.25)

2mo?

m
In the over-damped limit, m& < £2 or t > z, the Langevin equation reduces to

t
i) = In)| = () =m0+ 2 / n()dt" (5.26)
5 5 0 N=—~——
=dWy
W = fot dWy is the Wiener process with
(W) =0 (5.27)

t s t s
(W Wy) = ; dt /0 ds' (n(t")n(s")) :/0 dt /0 dt26(t' — s') = (5.28)

ot — 5)2/0 dt' +0(s —t)2 /Ot dt' = 0(t — s)2s + (s — t)2t = 2min(t,s) (5.29)

— (W) =2dt = dW, ~Vdt (5.30)

which is non-polynomial. The Wiener process is not differentiable.

5.2 Stochastic differential equations (SDEs)

Langevin’s equation for the Brownian particle is an example of a stochastic differen-
tial equation (SDE). Due to the random force, each solution of such an equation is
a different random trajectory. In physics, SDEs are also called Langevin equations
(LEs).

Note that any one-dimensional n-order differential equation can be written as a
n-dimensional system of first order differential equations. For example, Newton’s
equation with inertia can be written as two overdamped equations. For simplicity,
here we restrict ourselves to the one-dimensional case. Then the general form of a
SDE is:

X = a(Xet) +b(Xst)n(t) (5.31)
—— —_——
deterministic stochastic

54



Without the noise (stochastic) term this would be an ODE. The noise amplitude
b(X¢,t) and the white noise 7(f) make it a SDE. It can also be written in the form

dX; = a(Xy, t)dt + b( X, t)dWy (5.32)
We have to differ between two fundamentally different cases:
(i) Additive noise: b= const = o
(il) Multiplicative noise: b = b(Xy)

The t-dependence in b only appears when there are external fields in the system. We
will not take them into account here.

How does a function f(X;) change with X; in the case of additive noise ? Keeping
in mind that dX; ~ [ mdt ~ Vdt, we write

df (Xy) = f( Xy +dXe) — f(Xy) (5.33)
— F(X)dXs + % FUXD) (X2 + Od2) (5.34)
= f(Xy)(adt + cdW;) + % FI(X)o2dWE + O(dt3?) (5.35)
= (af'(Xe) + f"(Xp)o?)dt + f'(Xy)odW; + O(dt/?) (5.36)

which is known as Ito’s formulaﬂ One has to take into account that the last equality
is only valid in the mean-squared sense since we used dW7? = 2dt. If we take f(X;) =
X, then dX; = adt + odW4, so we recover the equation from above.

For multiplicative noise, this (naively) suggests that

For small time steps, this suggests that we solve the equation step by step by treating
b(X};) constant at every step and evaluate it at X;. We now will see that this is not
necessarily correct because stochastic integrals are more complicated than we are
used to from classical analysis.

Stochastic integrals

Can an integral like fot b(Xy)dWy be evaluated like a classical Riemann integral? We
compare the result of the integral fot Wy dWy solved using Riemann integration with
the expectation value of a discrete approximation. In analogy to how the Riemann
integral is derived, one does a partition of time. We divide the interval of integration
[0,¢] into n equidistant steps such that 0 = ¢ty < t; < ... < t,, = t. Then we define
the following partial sum:

Sn = Z WTi(Wti - Wti—l) (5‘38)

i=1

'Tto Kiyoshi (1915-2008), Japanese mathematician.
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@

Figure 5.1: Discretization of time ¢;.

where 7; € [t;—1,t;]. We can parametrize 7; as
T, = at; + (1 — Oé)ti,1 (539)

with 0 < a < 1. Since 5,, would take different values every time we evaluate it, one
considers its expectation value

n

(Sny =D (Wr,(Wy, = Wy,_,)) =2 (min(m, t;) — min(7i, ;1)) (5.40)

i=1 =1

n n
1
=2 z;(Ti —tiq) = 2042@ i) =20t = t 4 2(a — 5)t (5.41)
1= 1=

We see that the expectation value (average) of the partial sum depends on « even
in the limit n — oo. This is a fundamental difference to Riemann integration, which
gives a result independent of a:

t
]- ms
/ WydWy = 5 2T (5.42)
0

where ms stands for in the mean squared sense.

Compared with the result from the averaged partial sum, the Riemann result corre-
sponds to taking o = % However, our first naive expectation corresponded to a = 0.
What is correct 7 The answer is: both are correct, this is an additional degree of
freedom we have with stochastic integrals. With other words, the definition is not
complete without specifying a value for oE|

In general, there is an infinite number of possible stochastic integrals. However, the
choices . = 0 and o = % seem to be special. We therefore differ between two different
interpretations:

1. It6 interpretation: a =0

Preferred by mathematicians. There is no anticipation of the future and the
system jumps from one time step to the next. From the physics point of view,
this is a good assumption e.g. for population modelling.

2The situation is similar in lattice gas models, where we also have to specify the update procedure
(sequential, parallel, random) to define the complete model.
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Within this interpretation, stochastic integrals are defined aﬁ

t n
/ (X, #)dWy = Tim > b(X_, tia)(We, — W) (5.43)

The SDE is written as
Xy = a(Xy, t) + b( Xy, )ne (5.44)

2. Stratonovich interpretation: o = %

Preferred by physicists. Agrees with normal calculus and corresponds to the
case of coloured noise in the limit of vanishing correlation timeﬁ (Wong-Zakai
theorem). Therefore it is a good assumption for continuous time processes like
random walks.

According to this interpretation, the stochastic integral is defined as

t "Xy — Xy,
/ b(Xy,t')dWy = lim Zb(M,ti,Q(Wti—WtH) (5.45)
0

n—00 2
i=1

The SDE is then written with the following notation:
Xt = CL(Xt, t) + b(Xt, t) oMt (546)
where o is a newly introduced symbol.

3. Anti-Ito interpretation: o =1
This interpretation is sometimes used if one wants to enforce thermodynamic

consistency.

Xt+dt - Xt

In computer programs , we cannot evaluate b at since it involves future

times. We need to do a Taylor expansion:

dX; = adt + b(X; + adX,)dW, = adt + b(X;)dW; + V' (X;)ad X dW; + O(dt>/?)

S

" (a+ 20b'b)dt + bdW, +O(dt>/?) (5.48)
drift dif fusion

Note that for o # 0 we get an additional drift term.

3Strictly speaking the limit should be a mean square limit ms-lim, 00 S,. It is defined as the
following limit in the mean. Let S, (¢) be a sequence of random variables. One says ms-limp,_, S, =
S <= limyue0{(Sn — S)?) = 0 (convergence in mean square == convergence in mean)

“A coloured noise £(t) is defined by having (£(t)€(t')) = f(t —t'), where f is a fast decaying
function of t — ¢’ (not §(t —t')). So it has finite but short correlation time.
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One can deal with the Stratonovich interpretation in the It6 version (relevant for
computing programs) by solving

X, = (a+b'D) +by, (5.49)
——
=A
Here the general drift A = a + b'b has been defined (A = a for additive noise and
A = a + b'b for multiplicative noise). Our standard choice will be Stratonovich
interpretation in the It version.

Equivalence to the FPE

We are interested in the relation between the FPE and SDE frameworks. Given a
SDE for X, what equation governs the corresponding probability density function
p(z,t) associated with X;? dX; is a normally distributed random variable with mean
Adt and second moment 2b%. Therefore the diffusion constant D = b? and the FPE
reads

P2 = (0. A+ 9207 )p2 (5.50)

where ps = pa(z,t|zo,t0). In the ST A =a + V'b:

P2 = (—0pa = 0,b'b + 92y = |2 = (— 0y + 0,b0,b)ps | (5.51)

Note that the derivatives act to the complete right. Therefore, we see that with FPE
as naively written down corresponds to the Itd interpretation, while in practise we
usually are interested in the Stratonovich interpretation. Therefore it is essential to
add the additional drift term.

5.3 Physical example for multiplicative noise

Consider a colloidal particle (e.g. polystyrene bead with a typical radius of 1um) in
a container with water. One can use a laser trap to force the particle to move only
in one dimension (vertical z-direction). Due to the damping by the water, this is an
overdamped system (no inertia, low Reynolds-number hydrodynamics). Force and
velocity are therefore connected by a linear relation, v = M F, with mobility M.
What are the forces acting in the z-direction?

(i) Gravity pulls the particle down
(ii) Electrostatic repulsion pushes it up

This leads to a potential with a minimum at a certain distance zy to the bottom of
the container (where z = 0):

V(z)= Ape™ 4+ Boz (5.52)
electrostat.rep.  gravitation

What is then the mobility M of the particle?
There are two cases to distinguish:
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Figure 5.2: Shape of the potential created by the electrostatic repulsion and the
gravitation (arbitrary units and parameters).

1. Far from the wall:

In that case we can solve the hydrodynamic equations in a infinitely extended
space.

1

= 5.53
6T R ( )

:>M0

where 7 is the viscosity and R the radius of the particle. This is the Stokes-
mobility.

The mobility is related to the friction coefficient &, as My = E% Using the
Einstein relation we get the Stokes-Finstein relation:

kgT kT
Dy=— =
&o 6mnR

(5.54)

2. Close to the wall:

In that case the flow fields are very different from the previous case and one
has to take the no-slip boundary condition at the wall into account. The
hydrodynamics calculation gives

D(z) = Do(1+ (ZRR))_l (5.55)

Thus we have multiplicative noise since our diffusion coefficient is space-dependent.

In laser trap experiments with colloidal particles, it has been shown that indeed both
the potential and the diffusion constant behave as described here (Volpe, Giovanni,
et al. "Influence of noise on force measurements." Physical Review Letters 104.17
(2010): 170602). The potential V(z) was obtained from the measured equilibrium
particle height distribution (simple inverting the Boltzmann factor for potential) and
the diffusion constant D(z) from evaluating the mean square displacement locally.
Because the local drift velocity should be

vg=—M2)V'(2) +aD'(2)
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Figure 5.3: Behaviour of the diffusion coefficient as a function of z. It vanishes at
z = R and then increases with distance from the wall towards the free case far away
from the wall.

the authors then simply measured vy locally and compared it with this formula.
They found that the best agreement was achieved by a = 1, suggesting the Anti-Ito
interpretation. However, one also could argue that their measurement procedures
(which after all is based on video microscopy with a finite frame rate) somehow
implied this result and that o can not be measured explicitly. From the arguments
given above, one would rather expect the Stratonovich case (o = 1/2).
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Chapter 6

Inverse processes and diffusion
models

So far, we were interested in describing the forward time evolution of stochastic
processes often assuming a localized initial position py(z,t = 0) = §(z — o) and
describing how it spreads out under noisy dynamics leading to a probability distri-
bution pj(z,t) for ¢ > 0. But in many applications one has information about the
realization of x and wishes to reconstruct the configuration of the system at some
prior time ¢ = 0. An important example for this is generative modelling, where
data is created from noise via inverse stochastic processes. This method has recently
gained a lot of attention in the field of artificial intelligence and is at the heart of
several machine learning algorithmsﬂ such as the ones used for Stable Diffusion,
DALL-E and Midjourney, that allow users do generate images by defining some key
words to describe it (so-called "prompts").

H

pz(z 2"t PZ(I tla’,t')

(" t\z t') [)2(7 t'|z,t)

Figure 6.1: Applying Gaussian white noise to every pixel in the logo of our university.
Eventually, the information of the original input is lost and the resulting image is not
distinguishable from pure noise anymore. While the forward direction of this process
is simple, the inversion of the process allows to create an estimate of an initial image
from noise. This method is applied in generative machine learning to create images.

To understand how this works, we need to determine the time evolution of the inverse

for more details on the technical implementation, see Song et al., Score-based generative mod-
eling through stochastic differential equations., arXiv preprint arXiv:2011.13456 (2020)
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propagator po(z’,t'|x,t) for ¢t > ¢'. Using Bayes’ theorem, we find:

pQ(fB, t‘xlv t/)pl (xla t/)
pl(%t) .

1 Ops
= Oppo (2, |z, t :7( ") =2 (x, 2
el ¥, t) = (e ) 5 1)

)
+ po(a, tl2', 1) alz} (m’,t’)).

po(2’ |z, t) =

Recall that the derivative of the propagator with respect to the conditional time was
given by the adjoint FPE:

Oppa(x, tla ') = ( — A2, )0 — D(2, t')@g/)pg(az, tla' ). (6.1)

Using this and the usual FPE for dyp;(2’,t’), one finds:

! 4/ 1 AT ! 4/ AT 2 I 4/
/ = — A r+ D /
Oppa (', t'|x,t) p1(x,t)( pl(:v,t)( (', ") 0, (', t")0; )pg(:v,t|:v,t)
+ po(z, t|2', ) (= 0w A ') + 02D (2, ') ) p1 (2, t'))

:p(it) ( - (pl (J"/a t/) (A(.T/, t/)a:c’P2(957 t‘xl’ t/) + pQ(xa t|I/7 t/)(('?x/A(az/, t,)pl (‘T/’ t/))
1L,

+pa(a, tla’ )% (D' ¢ )pr (2, 1)) _Pl(fﬁ,at/)D(fU,7t/)a:%’m(x’t’x/’t/))'
= — ax/(A(.’E t )p2(l‘ ¢ ‘l‘,t))

1
pl(w t) <p2 x t‘.%' t )82’ (D(CE t )pl(x t )) _p1($/7t/)D<m/7tl)agpr(wvt’xlvt,)>
=(*)

_l’_

applying Bayes’ theorem in the first term to re-identify po(a’,¢'|x,t). The second
term can be rewritten as follows using the product rule multiple times:

(x) =0 (p202 Dp1) — (0p2) (0t Dp1) — Opr (Dp102p2) + (O Dp1) (0 p2)
0y (P20, Dp1 — Dp10yp2) = Oy (2020, Dp1 — Oy (Dp1p2))

0 (2(p2p1)0w D + 2p2DOyrpy — Oy (Dp1p2))

0 (2(p2p1)0w D + 2Dp1p20y Inpy — Oy (Dp1p2)).

Inserting this into the equation above and using Bayes’ theorem again, we arrive at:

Oupa(a’ ']z, t) = — (0w (A(2',t') — 2D(a', ') (8 Inp1 (2, 1)) — 2(8 D(2', 1)) +0% D(x’, ))pa(2, 'z, 1)
=A(z' )
=— (0 A(2',¢") + 02 D2/, ) po(a ¥ |2, 1),

which is the reverse-time version of the FPE. The equivalent Langevin-formulation
of this process reads:

dXy = (a(Xy,t) — 2b(X;)?0x, Inp (Xy, 1)) + bdW, (6.2)
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where W; is a standard Wiener process when time flows backwards from ¢g to 0, and
dt is an infinitesimal negative time step. Note that integrating the reverse-time FPE
over all z yields for py(2/,t'):

Oprpr (2!, 1)
, Iy A ) —2D(2 )
atpl(xat) (ax( (:L‘a ) (l‘,t) pl(l‘,,t/)
= — O (A )p1 (2, 1) — Gg,D(x’, p1 (2, 1)

- Z(D(ajla t,)ax/pl (l’l, t/) + D1 (ZL'/, t/)ax’D(:Ela t,)) + ag%/D(:L'la t/)pl ($l7 t/)

=(— 0, A ) + 8§,D($/,t/))p1(:c',t/).

— 20, D(a', ) + 0% D(, t"))p1 (2, 1)

So we recover the FPE for py, as it should be.

In practice, the so-called score (function) 9,/ Inpy(2/,¢") is trained via machine learn-
ing in the forward process (i.e., going from an image to noise). Once the algorithm
is trained, the inverse process with the learned score can be simulated in order to
get an image from noise as input.

To ensure that the image converges to Gaussian noise, the following recursion can
be used:

Ty = \/OTtIL‘tfl + v 1-— OétT](t), (63)

where x; and x;_1 is the vector representing the image for the ¢-th and ¢ — 1-th step,
respectively and 0 < ay < 1. By inserting this relation into itself, one gets:
xy = Var(Vog—1xi—2 + /1 — a1t — 1)) + V1 — ayn(t)
= oo 1mio + oy — gy 1n(t — 1)) + V1 — ayn(t),

~N(0,1—atai—1)

where we use that on(7) ~ N(0,0?) and that 7(¢) and (¢ — 1) are independent and
hence, the sum is again a Gaussian where the variances add up. Iterating this logic,
we find:

t 1 t 1
xt:<Hai)2:ﬂo+(I—Hai)2nt_—>>oon~/\/'(0,l), (6.4)
i=1 i=1

since limy_so Hle a; = 0 for 0 < a; < 1. So the resulting image indeed converges
to pure Gaussian noise for all inputs.
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Chapter 7

Noise-induced transitions

The Langevin equation is a stochastic differential equation (SDE) which naively
might be considered to be simply an ordinary differential equation (ODE) for some
deterministic process extended by a noise term. This view might lead to the expec-
tation that noise adds only a small perturbation to a deterministic reference system:.
In this chapter we will see that in fact (multiplicative) noise can qualititively change
the behaviour of a system[']

7.1 Stochastic potential

Recall the Fokker-Planck equation (FPE) written as a continuity equation:

P4 0. =0 (7.1)
J=(A-8,D)p

For stationary states (p = 0, thus 9,J = 0) and reflecting boundary conditions (no
flux over the boundary, thus flux vanishes everywhere) we have from J = 0
A—-09,.D A—0,.D

el et L Inp, = — 7 7.3
D ps = Oy lnp D (7.3)

v A—0yD
= pS—C’exp/ dm’%

axps =

This suggest to define a stochastic potential U(zx) such that ps oc e~V @)/ksT,

Now we distinguish between two cases: additive and multiplicative noise.

7.2 Additive noise

For additive noise and a potential (which always exists in one dimension) we have
0D = 0,02 =0, A =a = —0,V where V is the real potential. Therefore

ps = Cer(x)/o-Q _ %67V(LE)/1€BT (75)

1For more examples for noise-induced transitions, e.g. the genetic model, check the book by W.
Horsthemke and R. Lefever on exactly this subject, Springer 1984.
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where the last equality (Boltzman distribution) comes from statistical physics. We
recover the Einstein relation as before. Again we see that small noise amounts to
having low temperature. At low T the system minimizes V. On the other hand, at
high T the system distributes over large regions in phase space. In this case, the
stochastic and the real potential are identical.

Example: Double well (or Mexican hat) potential

The potential and the corresponding LE are:

_ Ao 9.4
V(z) = 5% +4x (7.6)
&= \x —gx® 4 on (7.7)
7.5
5
2.5

Figure 7.1: Double well potential (red) and stationary probability distributions (blue
and black), p, = e~/ "2, for two different values of o (Opiack > Ored)-

-2

Figure 7.2: Deterministic dynamic equation for the double well potential, © = Az —
gx3. The three points where & = 0 are the three fixed points: two stable (zs = +a)
and one unstable (z,, = 0).



7.3 Multiplicative noise

We consider the Stratonovich case. Here we have A = a + b'b and D = b?, therefore

1
A=a+ 58301?. The stationary distribution function thus is

o A—0uD I —L1o.D
Ds = Cexp/ dm’# = Cexp/ d:v'aQT (7.8)

1
Thus, the minimum (the stationary state a low temperature) is at a — =9;D = 0

rather than at a = —9,V = 0. For the Ito case, the sign would be different.

The correction term due to the multiplicative noise shifts the position of the sta-
tionary state away from the minimum of the potential. In general, noise can even
destroy minima or create new minima. In the language of non-linear dynamics, it
can change the nature of the fixed points. In particular, it can lead to different
bifurcation behaviour (a bifurcation occurs when fixed points change their character
or appear/disappear). Such qualitative changes are called noise-induced transitions.

7.4 Example: Verhulst model (or logistic growth)

This is the simplest and most important model for population growth. The deter-
ministic equation is (population size z > 0)

T= v - z? (7.9)
~~ ~~
growth limited resources

with a stable point at x = A.

0.2

0.1

Figure 7.3: & as a function of . In the plot the stable point is at xs = A = 1.

The equation is solved by
zoeM

x(t) = m

Now consider some fluctuations in the growth rate A — X\ 4+ on; (representing e.g.
noise in the availability of food). The LE is then:

(7.10)

&= \x—z%+ oTNy (7.11)
——

multiplicative noise
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1 5 3 2 lambda

Figure 7.4: Bifurcation diagram for z > 0. In green the stable fixed points and in
red the unstable ones.

1 2 3 4 5 6 N

Figure 7.5: Deterministic solution z(¢). For an stochastic model of the same system
one could expect just some perturbations around this trajectory. Is it always the
case?

that is
a =\ — z? (7.12)
b=or <= D =o%? (7.13)
For the equivalent description using the FPE we have:

1. It6 interpretation:
p=—0.[(A\z — 2?)p] + 020%z%p (7.14)

2. Stratonovich interpretation:
p=—0:[(\x — 2 + o%2)p| + 02022 (7.15)

We investigate the stationary state in the Stratonovich case. We now calculate the
stochastic potential:

U B x ,a—%@x/D_ x , g — 2 1 NN
A
= (—2 — 1) Inz — % + const (7.17)
o o
pe = Calez Do/ (7.18)
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A calculation of the moments give:

(x)s = /dm:ps(x) ==, (7.19)
(2%)s =N+ )Xo = ((x — (2)5)))s = \o? (7.20)

Thus, nothing changes at the level of the first moment: xs = X is a stable solution for
A > 0 as for the deterministic equation. The difference is in the higher moments and
it makes ps(x) change its shape as a function of A at A, = 2. The most probable
value changes from x,, =0 to x;, = A — o2 at A = \,.

Ps

2 4 6 8 10 *

Figure 7.6: ps(x) for A < A\ = o2 in black and for A > ). in red.

This also leads to a new bifurcation diagram with two transitions: at A = 0, the
population starts to grow in average, but only at A = A, there is a transition to a
finite population size as most probable outcome. This second transition is noise-
induced: it vanishes for ¢ = 0 (no noise). Between A = 0 and A = A, the population
is destabilised by noise: the variance {(z — (z)5)?)s = Ao? > A? = (z)2, that is the
fluctuations are larger that the mean and the population is not stable.

XS

0.5 1 1.5 5 lambda

Figure 7.7: The most probable value (blue) is different from the average value (red)
and is finite only above A = A.. This defines a noise-induced transition at A = A, =

o2
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Chapter 8

First passage time problems

Often one is interested in the question when a stochastic process reaches a certain
threshold:

e When does the Neckar reach the 3.5 m level?

When does a stock reach the buy/sell limit?

When does my laptop break down?

When does a Brownian particle leave a domain?

When does a biomolecular bond break?

e When does an ion channel open?

This time is called the first passage time (FPT) (or stopping time, especially in math-
ematics) and can be defined in mathematical terms as Tpp := min{t > Olz; ¢ D},
which yields the first time that z; leaves the domain D (e.g., D = [buy limit, sell limit]
for a stock). Since z; is a random variable so must be Trp and we can ask for its
probability distribution (the first passage time distribution) and one can calculate
the mean first passage time (MFPT) and higher momentsﬂ

8.1 FPT for Fokker-Planck equation

Random walk on a line

As a first simple example we consider a 1D particle performing a symmetric random
walk with step size ¢ and jump time 7 (e.g. transcription factor diffusion on DNA).
We ask ourselves when the particle will reach the boundaries * = a or x = b as a
function of a certain initial position. We ask for T7(x), the mean first passage time

'FPT-theory is discussed in all major books on stochastic processes, in particular in the one
by van Kampen. For a recent review see Srividya Iyer-Biswas and Anton Zilman, First Passage
processes in cellular biology, Advances in Chemical Physics, Volume 160, John Wiley and Sons
2016.
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the first contact times

Figure 8.1: First passage time

that it takes for the particle to reach the boundaries if it started at the position x.
Here a simple recursive relation holds:

Ti() =7+ %[Tl(ﬂa) 4 Ti(z - 8)] (8.1)
— | TV + % —0 (8.3)

where the last equation is obtained in the limit 6,7 — 0 with D = §2/27 = const.
This equation is an ODE for 77 with a polynomial solution of second order in x. To
solve it, we need boundary conditions, for example

(i) reflecting — T (z9) =0
(ii) absorbing — T1(zo) =0

For example, if we consider a = 0 and b > 0 being absorbing boundaries, then

Ti(x br — ) (8.4)

)= 55

For right or left side reflective, respectively, one gets:

T = %(%x — x?) (8.5)
7 = %(62 ~2?) (8.6)

If the particle is released randomly, one still has to average over the starting position
z. Being both sides absorbing:

1 b b2

The scaling with b2/D is clear for dimensional reasons and reflects the RW-nature.
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Figure 8.2: Tj(x) for both boundaries absorbing (green), right side reflecting (red)
and left side reflecting (blue). a and b have been set to 0 and 1, respectively.

Moments of the FPT for a 1D FPE

We now consider the same situation for a 1D FPE with arbitrary diffusion and drift.
Recall the FPE and the adjoint FPE:

Opa(x, |2’ t")

ot = (= 0 A(z, 1) + 97D (x, 1)) pa(x, tla' ) (8.8)
! 4!
W = ( — A2 )0y — D(x',t')ag,)pg(x,ﬂx',t') (8.9)

We define the probability that the particle is still in [a, b] at time ¢ when it started
at x at time t = 0:

b

G(tz) = p(Trp > tz,0) = / da'p(a |z, 0) (8.10)
a

If we consider an ensemble of particles, then G is the number of remaining particles.

Boundary conditions on G:

p(2’,0|x,0) = §(2' —x) = G(0|r) =1 in (a,b) (8.11)
b absorbing = G(t|b) =0 (8.12)
a reflecting = 0,G(tla) =0 (8.13)

Because b is absorbing, G(t|x) decreases in time to G(oco|x) = 0. Since G(t|x) =
1 —p(Trp < t|x,0) and p(Trp < t|x,0) is just the cumulative distribution function,
the derivative yields the probability density for Tgp:

F(tlz) = —0,G(t|x) (8.14)

Thus, the MFPT is

Ti(z) = /0 "t f(t)) = — /0 " AHOG () = /O Tacis)  (815)

where partial integration has been used in the last step. The constant terms at the
boundaries vanish because of the boundary conditions on G.
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Similarly, for the higher moments we get

() :/Ooodtt”f(ﬂx) _ —/OOO dt 1°9,G (1) :n/ooo dt G () (8.16)

Like before, the constant terms vanish.
Now consider the case of a homogeneous process where A(z) and D(z) have no
explicit t-dependence. Then we can derive a differential equation for G as follows:

—owp(a t)x,0) "= —9yp(a’, 0]z, —t) (8.17)
L [A(2)0, + D(2)02]p(a’, 0|z, —t) (8.18)
R A(2)d, + D(2)02]p(a, tx, 0). (8.19)

Integrating over ff dz’ on both sides yields:

G = [A(2)9, + D(z)02] G(t|x) (8.20)

I Goolz) — G(OJe) = [A(2)ds + D(2)9%] T (=) (8.21)
T :,1_/

= | [A(2)0; + D(2)02]T1(z) = —1 (8.22)

This is the MEFTP-equation for the FPE. It is not a PDE like the FPE, but a non-
homogeneous ODE. Therefore solving for the MFPT is easier than solving for the
complete FPE.

For the higher moments, we combine

To(z) = n /O Tt LG ) (8.23)
and
G = [A@)d, + D)2 G (t]e) (8.24)
to get
[A(2), + D(@)32] Tu() = n /0 T 0,G(e) = —nTu(x)  (825)

a formula which for n = 1 gives the result for the MFPT from above with Tp(z) = 1.
Thus we have a hierarchy of equations that can be solved recursively: once we have
solved for moment n, we can go up to moment n + 1.

We can check that the MFPT equation recovers the example discussed above by
plugging in A = 0 and D = const (this corresponds to the Wiener process):

1
= T{(2) + 5 =0 (8.26)
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as obtained above.
We can derive a general solution for the MFPT-equation by introducing the following
auxiliary function:

o(r) = exp (/w dzg((?)) (8.27)

and by multiplying it on both sides of Eq. (8.22)) to get:

A)6()T(2) + D()o()T] (x) = —0(2) (5.28)
— ST + ST ) = £ (0T@) =5 (529
ry = L [T, W)
— Ti(@) =~ / wh (8.30)
_ [l gt
:>T1(a:)—/x dz¢<z)/a w5 (8.31)

where we used that 7'(a) = 0 and T1(b) = 0. Note the definition of ¢ which we have
seen before with the stochastic potential, namely in the form ¢(x) = e~V @)/ksT,

Example 1: Wiener process

For the symmetric RW A = 0 and D = const. The left boundary is taken to be at
a=0:

1 b z 1 ) )
:¢—1,T1—D/deA dy_ﬁ(b —x) (832)
b2
r=0 = Ti=55 = b’ = 2DTy (8.33)

in accordance to previous results.
More generally, in the case that A = const. and D = const., one can find a full
solution for the FPT distribution. For a — —oo, f(t|z) reads:

b—x _ (b—az—Ap?
f(tlz) = \/ﬁe e, (8.34)

which is of the shape of an inverse Gaussian distribution. It is normalized for all
A > 0, implying that the process reaches b almost certainly at some point. However,
the mean of this distribution is given by 17 = b*T‘” and thus we get 77 = oo for A = 0.
So, although the threshold b is eventually reached with probability 1, the mean time
it takes is infinite. This peculiar result is closely related to a very similar statement
about the recurrence time of a random walk, which will be discussed below.

An example for f(t|x) is given in Figure We observe that the distribution is
very broad, with standard deviation O(b?/D) like the mean. Therefore it is always
good to check also for higher moments.
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Figure 8.3: f(t|x) as a function of t.

Example 2: Ornstein-Uhlenbeck process

It has A = — Az and D = const. We take a = x = 0. Then

B(z) = e/ 2D) (8.35)
b z
T, = 1 dze’\zz/(QD)/ dye_)‘yZ/(QD) (8.36)
D 0 0
JTer 1
~———(1+—=+... .
5 n(+2n2+ ) (8.37)
A 2
for n? = 5D > 1. T strongly increases with both A or b.

Example 3: Escape over a barrier (Kramers problem)

In 1D, we always have a potential with A = —0,V. We consider additive noise,
D = 02 = const: oy
= —— 8.38
T oz +ont ( )

For the Kramers problem, we consider a double well potential, with a metastable
state at the left and the equilibrium state at the right (see Figure . We want to
know the MFPT for a particle in such a potential to go to the equilibrium position
when it is originally at the metastable position. For this, it has to escape over the
transition state barrier.

Let the minimum of the left well be the starting point xg. The transition state for
this system is the point z; with the extremum. The boundaries are a = —oo on the
left of the starting point, which will be reflective, and b on the right of x1, which is
absorbing. Therefore we have

z st
¢(z) = exp (/ dx‘/l')(x)> = V(E/D (8.39)
=L / P VD / " dye VWD o, l( / ' dzeV(z)/D) ( / “ dye—V(m/D)
D To —o0 D zo —o0
(8.40)
]. V(m1)/D 27T_D 1/2 7V(I0)/D 27TD 1/2
~ = il Sl 41
D° <V”(x1)) ¢ (V”(w0)> (8.41)
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Figure 8.4: Double well potential. The minimum at the left is at x¢ and we take
it as the starting position. The transition state is at x; and the absorbing state
somewhere to the right, at b (exact position does not matter here). The reflecting
position is at a at the left (again exact position does not matter).

where the upper bound for the second integral is placed at x1, because the largest
contribution to the outer integral is generated at x; and the inner integral is flat
around z1. Here we have used the saddle point approximation or method of steepest
descend twice:

1
0 =5 V" (y0)(y—y0)? 2m  \1/2
due—V®) ~ o~V w0 / due 2 — e Vw) 8.42
/_oo ye e ye e <V”(yo)) (8.42)

One finally obtains:

T — 2m V(@) =V(@))/D _, AV/D _ AV/kT (8.43)

/V”(JIQ)V”(xl)

where the last step follows with the Einstein relation. The escape time grows ex-
ponentially with the barrier height. In chemistry, this treatment is also known as
Eyring theory. The exponential relation between escape time and inverse temper-
ature is known as Arrhenius equation. This result is very famous and many appli-
cations exist in physics, chemistry and biology for thermally assisted escape over a
transition state barrier (including the fields of catalysis in chemistry and of enzymes
in biochemistry). A related subject is extreme value statistics, which is important
for e.g. insurance companies.

8.2 FPT for one-step master equation

We consider the one-step master equation from section and ask when the process
reaches n = N after starting at n = m at ¢ = 0. Thus N is an absorbing bound-
ary. Let p,m,(t) be the general solution of the master equation with the absorbing
boundary. Then py n,(t) = 0.

Similar to the situation with the FPE, we define the following quantities:

1. Rate for reaching position N at time t: fy m,(t) = g(N — 1)pn—1m(t).

2. Probability to reach N at all: 7, (t) = [ dtfnm(t).
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3. Mean first passage time to reach N: 7y (t) = [;° dit fam(t).

We next denote the solution of the unconstrained process (no absorbing boundary)
as qnm(t). For example, for the symmetric RW we have gy, (t) = e 2 1,,_,(2t). We
then decompose the path from m to n into those which go directly, and those which
first go to IV:

t
nn(t) = Prn(®) 4 [t fon V(e ~ ) (8.44)
0
For n = N, this renewal equation becomes
t
awn(®) = [ (v (t ~ ) (8.45)
0

because pnm,(t) = 0 from the boundary condition. We use the Laplace transform
q(s) = [;° dte=q(t) to get

anm(s) = fnm(s)an,n(s) - (8.46)
Therefore (5) .
_ qN’m S — —st
fN,m(S) - qN,N(S) /0 dt@ fN,m(t) (847)
and thus
TNm = fN,m(S = 0)7 TN,m — _f],\[,m(s = 0) . (848)

As an example, we consider the symmetric RW, for which we find:

o (1+5+5s(s+4)m™
S) = e (S+2)t _ = 2 2 .
Gnm(S) /O dt In—m(2t) ey (8.49)

Therefore )
s
Fm(s) = (145 + 5V/s(s + 4" (8.50)
We set m = 0 and find

N = fm(s=0) =1, Tno = —fym(s =0) =00 . (8.51)

We conclude that the particle reaches position N with certainty, but in average after
infinite time.

This result is part of the famous 1921 theorem by George Polya which states that
random walks are recurrent in one and two dimensions, but not in three or higher
dimensions. The recurrence probability in three dimensions is around 34 percent and
an analytical but very complicated formula exists for this number. He also showed
that the expectation value for the recurrence time is infinite in both one and two
dimensions. Today there are several proofs available for the Polya theorem. The
essential difference between two and three dimensions is that the harmonic series
>0, 1/i diverges, while Y72, 1/4% is finite (value 72/6) (compare e.g. the book by
Héggstrom). These sums appear if one counts how many paths there are for the
probability flow from the origin to infinity (following the Kirchhoff laws for current
flow in an electrical network).

78



The mean first passage time to reach the absorbing boundary at the right position
n = N = R will become finite if a reflecting boundary exists at the left position
n = L. Again we consider a partice that starts at n = m. At each position m,
the particle jumps left with probability ¢,,/(gm + mm) and right with probability
Tm/(gm + Tm). For the probability to reach the right boundary R when starting at
m, we therefore have a recursive relation:

9m Tm
m = —7 + ———TRm—1 - 8.52
Rm = o TRml £ TR (8.52)
We rearrange to
gm(ﬂ'R,m+1 - 7rR,m) + Tm(ﬂ'R,mfl - 7TR,m) =0. (853)

With a reflecting boundary at n = L = 0, we have g = 0. Therefore 71 = mry.
We now increase m by one at a time and recursively find that all 7g,, = g r = 1.
There with the reflecting boundary at the left, the particle now reaches the absorbing
right boundary with certainty.

We now make a similar argument for the mean first passage time, but this time we
also have to consider the fact that the particle can not move (this costs time, but
not probability):

TRm = At + g ATR m11 + rmAtTR m—1 + (1 — (gm + rm) A)TRm (8.54)
We rearrange to

9m (TR,m+1 - 7_R,m) +rm (TR,mfl - TR,m) =-1. (855)

=:Am =—Am_1

Thus we again have a recursive relation:

1
A= —— + AL (8.56)
9m Im
From 79 = 0 we have Ap, = —1/g7. The next step gives us
1 TrL4+1 1
Api1=— - = (8.57)
gr+1  9grL+1 9L
By recursion we get
m
Tm---T 1
A==y it = (8.58)
—7, Im - Gu+1 Gu
Using 7g g = 0 we arrive at our final result:
Al T .T 1
1
TRm = — ZAV—ZZ i (8.59)
v=m p= 7 9m - Gt g,u

Thus we have found an exact formula for the MFPT for the one-step master equation
with reflecting boundary at L. The same result can also be derived using Laplace-
transforms.
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For the symmetric random walk, we have r = g = 1 and therefore

R-1 _ m—1m 2
T = S (w1 L) = (1- DR —m) ¢ BDE o Dm T g

for R > m. This is indeed the expected scaling for a random walk.

Another important example is the linear birth-death process with 0 < n < N,
rn = n and g, = 7(N — n). Here one would place the reflecting boundary at the
right (population cannot become larger than N) and the absorbing boundary at the
left (population cannot recover when reaching 0). A similar formula as above can be
derived for the MFPT, both by recursion or by Laplace transform. One ﬁndsﬂ

Noq ik
Sy ey Ml s
i=1 "

T .
i=1 j= Z+1H—jl

The first part is the one for v = 0, also known as the harmonic number, which scales
as In IV for large V. The second part increases lifetime by the birth or rebinding rate
7. Overall T scales exponentially with N and as 4V ~! with the rebinding rate. To
increase population lifetime, we should make it large and /or increase birth rate. For
N =2, we get
1
= 2(

This result can be verified by direct calculation.

3+7) . (8.62)

2T. Erdmann and U.S. Schwarz, Stochastic dynamics of adhesion clusters under shared constant
force and with rebinding, Journal of Chemical Physics 121: 8997, 2004.
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Chapter 9

Black-Scholes theory for finance

One of the most important applications of the theory of stochastic processes is the
field of economics and finances. We start with a short historical review [}

e Although the theory of random walks applied to physics is often credited to
the 1905 paper by Einstein, Louis Bachelier in 1900 already developed such a
theory for the stock market in his PhD-thesis Theorie de la speculation (offi-
cially supervised by Henri Poincare). However, his results very forgotten and
rediscovered only by Ito in 1944 for mathematics and in the 1950s in economics,
mainly through Paul Samuelson.

e MIT professor Paul Samuelson also used the analogy between physics and
finance and introduced random walk concepts into economics in the 1940s. He
was awarded the Nobel Prize in economics in 1970.

e In 1962 MIT professor EEd Thorp published his book Beat the Dealer: A Win-
ning Strategy for the Game of Twenty-One and in 1969 he started the first
hedge fund, Princeton/Newport partner based on statistical methods. This
hedge fund was extremely successful and scored double-digit increases even if
the stock market was going down. He even managed to get through the 1987
crisis without much damage, but only because Thorp himself managed the
funds by hand on Black Monday. Hedge funds manage risks in their portfolios
by distributing it over diverse assets through mathematical and highly secret
algorithms. The biggest US hedge fund is Bridgewater Associates with more
than 1.000 employees and more than 100 billion USD. Together the hedge fund
industry in the US handles around 2 trillion USD.

1For a nice introduction into the subject, compare the popular book The Quants: the maths
geniuses who brought down Wall Street by Scott Patterson, Random House Business Books 2011,
which describes the history leading up to the Lehman crisis in 2007/08. There are now also several
movies dealing with the crash from 2008, namely Margin Call from 2011 starring Kevin Spacey
and Demi Moore and The big short from 2015 starring Christian Bale and Brad Pitt. The 2008
movie 21, based on the book Bringing down the house, also stars Kevin Spacey and deals with
the MIT team playing backjack at Las Vegas based on statistical methods, similar to the story of
Ed Thorp. Here we closely follow chapter 5, Modeling the Financial Market, from the book by
Wolfgang Paul and Joerg Baschnagel, Stochastic Processes: From Physics to Finance, 2nd edition
2013, who in turn recommend Wilmott, Deynne and Howison, Option Pricing: Mathematical Models
and Computation, Oxford Financial Press 1993.
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e In 1970 Chicago professor Eugene Fama like Paul Samuelson before also looks
at stocks as random walks and formulates the efficient market hypothesis: all
information is immediately absorbed by the market and thus stocks cannot be
predicted in a deterministic manner, because nobody has privileged information
that can be turned into a profit. This means that the stock market should
behave like a Markov process.

e In 1973 Fischer Black and Myron Scholes published their famous work on pric-
ing stock options based on the concept of a geometrical random walk. Inde-
pendently Robert Merton (son of Harvard historian of science Robert Merton)
came to the same conclusions. Scholes and Merton earned the Nobel Prize in
economics in 1997, after Black had died in 1995 from cancer (from 1984 until
his death, he worked for Goldman Sachs managing quantitative trading strate-
gies). Interestingly, Ed Thorp used an unpublished formula for his hedge fund
that is very similar to the one by Black and Scholes.

e In the 1980s the cold war ended and more and more quants moved from the
military into the financial industries. This initiated a development of comput-
erized trading that was blamed as one of the reasons for the 1987 crash. Hedge
funds also played a central role for the 2008 crash (AKA the Lehman crisis),
which was triggered by the subprime mortgage crisis in the US house market.

e Already in 1963, Benoit Mandelbrot had discovered that large price changes
occur more often than predicted by Gaussian models (heavy or fat tails). As
an alternative, he suggested a Levy distribution. This work too was not really
noticed much, but the subject became very important again after the stock
market crashes in 1987 and 2008. Today many financial models go beyond
Gaussian random walks. For example, in 1995 Mantegra and Stanley analyzed
stock market data and suggested a truncated Levy distribution with exponent
a = 1.4 working up to 60.

Here we give an introduction into Black-Scholes theory, which is the standard way
to price options and the starting point for more advanced schemes. Consider an
asset like cotton or a foreign currency that is traded on the stock market. At any
time t, it has a spot price S(t). In an efficient market, this should be a Markov
process, because nobody can predict the future in a deterministic manner. Bachelier
suggested a Wiener process for S(t), but a more realistic model is the geometrical
random walk, as realized by Samuelson, Black, Scholes, Merton and others:

dS = pSdt + o SdW (9.1)

Here p is the drift or average growth rate, and o the fluctuation amplitude, called
volatility in finance. We note that because also the second term is linear in S,
fluctuations grow with the stock and we deal with multiplicative noise:

dS = a(S)dt + b(S)dW (9.2)

In contrast to the simple random walk with b = constant, the random walk with
b = oS is geometrical in nature. In other words, not the absolute change dS is
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relevant, but the relative change dS/S, called the return. We thus change variables
from S to f(S) =1InS. Ito’s formula predicts the change in a function of S:

1
df (S) = (0sf + adsf + 51;2(93 f)dt 4 bdg fdW (9.3)

With f=InS, a = uS, b= 0S5 we get
dlnS = (u— %O’z)dt + odW (9.4)

Thus not S, but In S performs a Wiener process, with drift p — %02 and variance o2.

For S this means that it has a log-normal distribution. The log-normal distribution
of y = e* is defined by

pc(z)dz = pry(y)dy (9.5)
which is just another example how to change variables. With yo = e<*~, it reads
11 1 2

P = sty 207

Obviously y has only positive values. For both very small and very large values
it goes to cero. One can show that yg is the median, that the distribution peaks
at a smaller value of y and that the average lies to the right. The shape of the
log-normal distributions has some similarity with the Planck spectrum. In general,
log-normal distributions arise if a processes is not the sum, but the product of many
independent random processes, as it is typical for growth processes. Stock market
prices can usually be fitted well with such a distribution.

How can we use the geometrical random walk to derive a rewarding strategy for
the stock market? We now explain this for the European call option. Here the
holder obtains an option from the writer to buy an asset (the underlying with spot
price S(t)) for a prescribed price K (the strike price) at the expiry data T' in the
future (typically one year). An American option would allow the holder to exercise
the option at any time prior to expiry. A related instrument are futures, in which
both parties assume an obligation. Options and futures are examples of derivatives.
Historically they were first used in a broad manner in the Dutch tulip market in the
17th century which crashed on 7.2.1637 (first stock market crash in history, followed
by Black Thursday on 24.10.1929).

How should the writer set the price C of the call option? The classical solution is
Black-Scholes theory. We consider C' = C(S,t), where S is the current value of the
stock and t the strike time, and first discuss the boundary conditions. If S(T) < K,
the option will not be exercised, because the holder can buy at a cheaper price on the
market. Thus the price C should be cero. If S(T") > K, the option will be exercised
and a fair price C' would be S(T') — K (note that the procedure is fair and transparent
for both parties, the benefit arises because one wants to sell and other other wants
to buy, everybody is doing what he is good in). Thus C(S,T) = max(S(T') — K, 0).
If S =0, the price will never change again and thus C'(0,t) = 0. Finally if S — oo,
we have S > K with certainty and C(co,t) = S.
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Fig. 5.3 Solution of the !

Black-Scholes equation for a 1 Pty 0 e S
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Figure 9.1: Plot of Black-Scholes equations from Paul and Baschnagel book.

To address the time evolution of C' = C(S,t), we again use Ito’s formula:
1
dC = (0,C + uSosC + 5(05)2&%0)(# + 089sCdW (9.7)

where now we also have an explicit time derivative. With dS = a(S)dt + b(S)dW,
this amounts to

dC = (0,C + %(05)2650)& + 0sCdS (9.8)

We next introduce the hedging strategy of the writer. We assume that he owns a
fraction 0 < A(¢) < 1 of the underlying (Delta-hedge), which he adjusts dynamically
to respond to the market. If S rises, A should increase, and vice versa. The purchase
has to be paid from a cash amount P(t), which also could be invested without risk
with interest rate r. Typically r < p. The writer’s wealth is the sum of the two and
for a risk-free strategy, it should be equal to the option price:

W(t) = A(t)S + P(t) = C(S,t) (9.9)
If we assume that A is adjusted on a slow time scale, we have
dC = A(t)dS + rP(t)dt (9.10)
Comparing with the stochastic time evolution from above, we get
A(t) = 8sC,rP(t) = 8,C + %(05)2630 (9.11)

Using P(t) = C — AS = C — (0sC)S (a Legendre transform without information
loss), we finally get

1
00O + 5(05)2850 +7895C —rC =0 (9.12)
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Fig. 5.4 Implied volatility 7.0 " T
Oimp(K, T') (denoted by X)
as a function of K — S(0) ;
(denoted by x5 — xo with

xo = S(0) and x; = K). Data 6.0
points (circles) represent the
prices quoted on April 26,
1995, of all options with a
maturity of 7 = 1 month.

A fit to the average curvature
by (5.120) (solid line) yields
an ‘implied kurtosis’ for 4.0 1
this 7. Reproduced with
permission from [18]

-4.0 -2.0 0.0 2.0 4.0
X,—X,

Figure 9.2: Plot of volatility smile from Paul and Baschnagel book.

This deterministic PDE for C' is the celebrated Black-Scholes equation. Surprisingly,
it is independent of drift u, which effectively has been replaced in the risk-free strat-
egy by the interest rate r. Of course it strongly depends on volatility . Together
with the boundary conditions from above, the solution is fully determined. In fact it
can be obtained analytically using first non-dimensionalization, then transformation
to a diffusion equation and finally its solution by the Green’s function method. Here
we only give the end result of this procedure:

C(S8,t) = SN(dy) — Ke " TN (dy) (9.13)

where the first term is the Delta-hedge and the second the cash amount. N(z) is the
cumulative distribution function of the normal distribution

N(z) = \/12? / " dee? = %(1 +erf(z/v3) (9.14)

Finally we have defined

_ In(S/K) + (r+ a2 /2)(T —t)
dy = i (9.15)
In(S/K) + (r —o?/2)(T —t)

oI —t

dgzdl—U\/T—t: (9.16)

(9.17)

With these formulae, C(S,t) is known and can be plotted for typical values of r, o
and T, compare Figure One sees that even for S(t) = K, the writer already has
to ask for a finite call price C and to build up a finite Delta-hedge A to be prepared
for fluctuations.

Finally we comment on the main deficiencies of Black-Scholes theory:
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Fig. 5.6 Probability distribution pa(£) of the price variations £ [= S(1 + Af) — S(1)] for the
S&P500, determined from all records between 1984 and 1989 (about 1.5 million records). pa;(€)
(denoted by P(Z)) is plotted versus £/o for At = 1 min, where o (= 0.0508) is the stand?rd
deviation calculated from the data points. The Gaussian distribution (thick solid line) corresponding
to this value of o is compared to the best fit with a Lévy distribution (thin solid line). The Lévy
distribution (with o = 1.4 and ¢ = 3.75 x 1073, see (5.83)) gives a much better representation of
the data for £/o < 6. If £/0 > 6, the distribution of the index decays approximately exponentially.
Reproduced with permission from [129]

Figure 9.3: Plot of stock market variations from Paul and Baschnagel book.

e Volatility is not constant and increases with mod(K — S(0)) (the so-called
volatility smile), compare Figure

e Price variations are not Gaussian, but have heavy tails, compare Figure [9.3
However, in times of normal business and if sampling rate is sufficiently small,
the theory works quite well.

e The market is not friction-free and also includes cost like provisions, transaction

costs, etc. This means that one cannot shift between stock and cash as effortless
as assumed here.

e Trading is not a continuous-time process, the stock market is closed in the
evenings and on weekends, there are minimal times for transactions, etc.

All of these limitations can be taken care of by appropriate changes to the theory.
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Chapter 10

Path integral formulation of
stochastic dynamics

The path integral formulation is a third way to formulate continuous stochastic
processes, besides the Fokker-Planck and Langevin equations. It is especially helpful
for

e correlation and response functions
e perturbation theory

e stochastic thermodynamics

10.1 Path integral and action functional

We start with the Chapman-Kolmogorov equation:

pa(3]1) = / dwpa(3]2)p2(2]1)

We now repeat this procedure of inserting intermediate states many times. We divide
time into small intervals:
t// _ t/

N

th=t +nAt,n=0,...,N,At =

and then get

N-1

N-1
D2 (x”,t” | :C/ﬂf/) = / H dxy, H b2 ($n+1utn+1 | xnptn) .
n=1 n=0

We next take the transition probability of a Wiener process for each of the small
time steps:

1 (Ax)? 1 g(%f 1 1 AL
t =

—— ¢ 2D ——— ¢ 2D
V2 DAt V2r DAt

2D Jt
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If we insert this form into the overall expression, we see that the small integral can
be pulled together to one integral for the complete period of time. We thus end up
with

Do (x//,t” ‘ x/,t/) _ /Dxe—s[ac]

where we have defined the path or functional integral by

N—-1 1 N/2
Dz = i ——
e= i 1T (5opm)

n—=
and the action functional

"
1 t

S[.’IJ] = E ;

dti(t)? = / dtL(x ()

where L is called the Lagrange function. Note that the velocity v = & is not well
defined for a random walk, because v = Ax/At = vV2DdAt/At does not have a
limit At — 0. However, we understand the definition of the action in the sense
of the discrete version from above, which means we can go back to v = (xp4+1 —

zn)/(tnt1 — tn)-
For the general case we have to add drift. We restrict ourselves to additive noise:

@(t) = A(x,t) +n(t)
and then have the action functional

”
1 t

S=_——
2D t/

dt(&(t) — Az, t))?

We conclude that the deterministic trajectory with & = A gives the largest contribu-
tion to the path integral, and the fluctuations around it provide the main corrections
to the mean path.

We note that in quantum field theory, one would write a similar path integral for
the transition probability:

P2 = /D@eés[f] (10.1)

where the path integral is now over all possible wavefunctions ®. For the free theory,
the Lagrange function would be

L= %(aucb)(a“@) — %mZQDQ : (10.2)

Thus quantum field theory corresponds to stochastic dynamics with a complex time
(Wick rotation).
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10.2 Correlation function and generating functional

Back to stochastic dynamics, we next consider the stationary two-point moment (or
correlation function):

Clts—t) = (& (b)) z (), = /Dme‘smx (1) 7 (t2)

where the subscript stands for stationary and where we sum over all paths with
S = [7 (&(t) — A(x,t))? (for non-stationary moments, we would stick to the fixed
time interval). The moment of interest can be obtained from a generating functional
(or partition sum):

Z[J] = /D:Ue_s[fodt‘](t)x(t) =1+ ;/dtl cdty <z (t). oz (ty) > T (t) ... T (tn)
n=1

where the first term is normalized by an appropriate definition of the path integral.
From this equation, we get all moments by calculating the functional derivatives:
" Z1J]
t1)...x (¢ =
(@) t)s = 5y 57w

J=0

Note that functional derivatives are the counterpart of functional integrals and their
mathematical basis is part of functional analysis. In many cases, functional deriva-
tives have the same rules like normal derivatives, but they convert functionals into
functions. One can think of them like checking the response to a delta-perturbation
to the integrand.

The action is a quadratic function in the velocity and we now use a nice trick to
convert to a linear dependance (Hubbard-Stratonovich transformation). The idea is
to convert Gaussian integrals in the following manner:

2 | D >
—a D A2
e2D = / di e 2% —@a
21 J o

The imaginary number is needed to get the signs right. One sees that the new form
now is linear in a as promised, but to the expense of introducing a new auxiliary
field #(t), which has no immediate physical meaning. If we use this procedure on the
generating functional, we generate another path integral

Z[J] — /Dx/D:%eS[m,ﬁ]+fdt](t)1’(t)
where the new action reads
D
Sle,d] = 7 / dta(t)? + i / At (1) (i (1) — Az, 1))

In principle, we can now repeat the same procedure also to eliminate &2 and thus
generate yet another path integral, for a new function n(t):

Z[J] = / Da D3 Dne~Sledn=Srnl+ [ dtJ (0z(t)
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where we have defined two action functionals
1
Slx, &, m] = i/dt@(t)(ﬂb(t) — A(x,t) = n(t)) , Srlz] = w/dtnz(t)

We now note that the integration over Z(t¢) corresponds to the definition of the
delta-function, thus we can carry out this integral and write

Z[J] _ /D.%Dné(x B A($) N "7)6_% fdtn2(t)+fdtJ(t)a:(t)

which leads to a very clear physical interpretation: the generating functional is the
path integral over all trajectories which obey the Langevin equation & = A(z) + 7,
and each trajectory has a weight which is a Boltzmann factor in the noise. Again we
see that the trajectories with little noise have the largest weights.

10.3 Response function

After carrying out the Hubbard-Stratonovich transformation, we are now in a po-
sition to define the response function to an external force F'(t). It will appear in
the action in the same manner as the drift term A(z(t),t), and thus lead to a term
—i [ dtz(t)F(t). We conclude that i(t) is the conjugate quantity to the force and
thus introduce a corresponding source term in the generating functional. We choose
the form with the two path integrals:

200, = /Dl,/Djje—S[a:,é:]—l—fdt[J(t)a;(t)-i—j(t)z'i(t)}
The first moment now reads
(@ (t2)) = (o (1) IFOM) — (1) + [ dtr o (02 5 (1) Fitr) + O(F)

where we have performed a Taylor expansion in F' and where we do not write terms
beyond linear response, because they will drop out anyways. We are now in a position
to define the response function as

R(tz _ tl) _ g <l‘ (t2)>F

62Z[J, J]
5F (t) )

F=0 ; 0J (t2) 5j (tl) J=J=0

An analytical calculation of the response function is possible for the Gaussian pro-
cesses, from which we already know through the Fokker-Planck equation that we can
solve them analytically. Here we discuss only the one-dimensional case, which is the
Ornstein-Uhlenbeck process. Thus the Langevin equation reads

(t) = —ma(t) +n(t)

and using Fourier transforms one can show that the response function is
R(t—t) =emtt)

For the correlation function one finds

C(t—t)= %e—m(t—t’)

so both functions are exponential as expected for a linear theory. Here we also assume
time ordering, that is ¢t — ¢/ > 0.

90



	Stochastic variables
	Axioms for probability
	Probability distributions
	Characterising probability distributions
	Moments of the binomial distribution
	Gaussian distribution
	Poisson distribution
	Central limit theorem
	Generating probability distributions
	Random walk on a line

	Stochastic processes and the Chapman-Komogorov equation
	Markov processes and Chapman-Kolmogorov equation
	Examples of Markov processes

	Fokker-Planck equation
	Derivation
	Generalization to higher dimensions
	Moments and exact solution for linear coefficients
	Mapping to Schrödinger equation
	Examples for the FPE

	Master equation
	Derivation
	Some general properties of the ME
	Examples for the ME

	Langevin equation and stochastic calculus
	Brownian motion
	Stochastic differential equations (SDEs)
	Physical example for multiplicative noise

	Inverse processes and diffusion models
	Noise-induced transitions
	Stochastic potential
	Additive noise
	Multiplicative noise
	Example: Verhulst model (or logistic growth)

	First passage time problems
	FPT for Fokker-Planck equation
	FPT for one-step master equation

	Black-Scholes theory for finance
	Path integral formulation of stochastic dynamics
	Path integral and action functional
	Correlation function and generating functional
	Response function


