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Motivation: Presence of quantum 
diffusion in two dimensions?



Perfect metals, metals, and insulators

In this talk, we will use the following classification (N. Mott):

dc conductivity:

(i) infinite: Perfect metal, superconductor.

(ii) finite: metal.

(iii) zero:  insulator.

�dc = lim
T!0
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If        is:�dc



Let us start with a perfect metal:  

From perfect to diffusive metals

There is no lattice and there are no impurities: �dc = 1

For the moment we ignore interactions.  To this system, add disorder:
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From perfect to diffusive metals

The disorder is specified by moments of a disorder distribution:

V (x) = 0

V (x)V (x0) = ��

(d)(x� x

0)

Naive expectation: since V is a chemical potential, it has dimension 1.

[V ] = 1 ) [�] = 2� d

So you might have guessed that the perfect metal is stable when d > 2.

However, this is false!  Where did we go wrong?

e.g.



From perfect to diffusive metals

The previous argument missed the finite DOS at the Fermi energy.

The finite DOS introduces a new scale below which the perfect metal is 
almost always destroyed.  

Instead of ballistic motion, we have quantum diffusion.  

In a diffusive regime: we can have finite conductivity.  What happens at 
T=0?  

Fermi’s Golden Rule:  

1

⌧
⇠ V 2⇢ ⇠ �

kd�1
F
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Absence of quantum diffusion in 2d

F. J. Wegner, Z. Phys. B 25, 327 (1976).

E. Abrahams, P. W. Anderson, D. C. Licciardello, and T. V. Ramakrishnan, PRL 42, 673 (1979).

Systems without spin-orbit coupling are never metals in 2d at T=0.

G(L)=dc conductance

g(L) = G(L)
h

e2



Can strong interactions alter this conclusion?  

Absence of quantum diffusion in 2d?

Some experimental evidence for 2d metals:Metallic behavior near quantum Hall transitions
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FIG. 1. (Color online) (a) Rxx (left axis) and Rxy (right axis)
versus B. (b) Rxx (left axis, dotted line) and B · (dRxy/dB)
(right axis, solid line) versus B. Integers and fractions next to the
traces mark filling factors. Inset shows Rxx(B) (dotted line) and
B · dRxy(B)/dB (solid line) in the N = 1 Landau level. Vertical
arrows are drawn at corresponding ν, as marked.

tance rule” [30, 31] which states thatRxx and Rxy are related
as Rxx ∼ B · dRxy/dB. In Fig. 1(b) we present Rxx(B)
(left axis, dotted line) and B · dRxy(B)/dB (right axis, solid
line), calculated from the Rxy(B) data shown in Fig. 1(a).
Direct comparison reveals excellent agreement between the
two quantities over the entire magnetic field range. In addi-
tion, B · dRxy(B)/dB reveals strong minima at ν = 8/5 and
ν = 7/5, as well as dips near ν = 5/7, 7/9 and 9/7, indicat-
ing developing FQH states at these filling factors. The inset
shows the zoomed-in version of same data in the vicinity of
ν = 5/2. As illustrated by the arrows, very weak minima can
be see near ν = 5/2 and ν = 7/3, while ν = 8/3 corresponds
to the Rxx maximum.
To demonstrate the accuracy of the Hall quantization, we

construct Fig. 2 showing Rxx (left axis) and Rxy/RK (right
axis), where RK ≡ h/e2 ≈ 25.812 kΩ is the von Klitz-
ing constant versus the filling factor. Horizontal dotted lines,
drawn at Rxy/RK = 1/ν = 1/3, 1/2, 3/5, 3/4, 1, and 3/2,
accurately match corresponding plateaus in Rxy at both in-
teger and fractional ν, attesting to excellent quality of Hall
quantization.
Having confirmed quantization at filling factors ν = 5/3

and ν = 4/3, we now examine our data within the framework
of composite fermions [12, 13]. Around ν = 3/2, compos-
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FIG. 2. (Color online) Rxx (left axis) and Rxy/RK (right axis) as
functions of the filling factor ν. Horizontal dotted lines are drawn
at Rxy/RK = 1/3, 1/2, 3/5, 3/4, 1 and 3/2. Integers and fractions
next to the traces mark filling factors.

ite fermions are formed by attaching two Dirac flux quanta
(2φ0 = 2h/e) to the empty states in the N = 0, spin-up
Landau level. Since the density of these states is given by
n⋆ = (2/ν − 1)p, the composite fermions move in an effec-
tive magnetic fieldB⋆ = B−2φ0n⋆ = −3(B−B3/2), where
B3/2 is the magnetic field at ν = 3/2. Exactly at ν = 3/2,
B⋆ = 0 and the composite fermions form a Fermi sea with the
Fermi energyE⋆

F , determined by n⋆ and the composite effec-
tive massm⋆. Away from ν = 3/2, composite fermions pop-
ulate Λ-levels, separated by !ω⋆

c = !e|B⋆|/m⋆. As a result,
the FQH states at ν = 2 − ν⋆/(2ν⋆ ± 1) = 5/3, 8/5, ... and
4/3, 7/5, ... can be viewed as integer quantum Hall states of
composite fermions at ν⋆ ≡ n⋆φ0/|B⋆| = 1, 2, ... and 2, 3, ...
respectively.
In a typical two-dimensional electron gas in GaAs, the Zee-

man energy at ν = 3/2 is of the order of 1 K, which is
smaller than the Fermi energy of composite fermions. As a
result, the composite fermion system is often only partially
spin-polarized which results in multiple crossings of spin-up
and spin-down Λ-levels leading to suppression of select FQH
states. In our Ge sample, a rough estimate of the hole g-
factor can be obtained by comparing the magnetic field on-
sets of quantum oscillations at even and odd filling factors.
Since the ratio of these onsets is close to two [19], the ratio
of the cyclotron energy to the spin splitting is about 3, yield-
ing g ≈ (2me/m)/3 ≈ 7.4, where we have used the effec-
tive hole mass m ≈ 0.09me [18, 26]. We can then estimate
the Zeeman energy at ν = 3/2 as Ez = gµBB3/2 ≈ 40
K. Using the composite fermion effective mass obtained be-
low, we find that this value is about three times larger than
E⋆

F = 2π!2p/3m⋆. As a result, the FQH states are not af-
fected by the spin degree of freedom and the only parame-
ter which determines the Λ-level spectrum is the composite

Ge quantum wells 
(2d hole gas)

Zudov et al,  
PRB 2015.

Apparent metal-insulator transitions in 2d

Kravchenko et al.,  
arXiv:1611.05645

Silicon MOSFETS

creases, behavior that is characteristic of an insulator.
For densities just below the thick long-dashed curve,
henceforth referred to as the separatrix and correspond-
ing to the critical electron density ns!nc , the resistivity
exhibits nonmonotonic behavior: the resistance slowly
increases with decreasing temperature for temperatures
above a temperature T* ! 2 K and decreases sharply at
lower temperatures. Thus the behavior is like that of an
insulator for T"T* and like that of a metal for
T#T*. At still higher ns , the resistivity is almost con-
stant at high temperatures and drops sharply at lower
temperatures, displaying strong metallic dependence on
temperature. The separatrix between metallic and insu-
lating behavior extrapolates to approximately 3h/e2 in
the low-temperature limit for this MOSFET. The de-
tailed behavior of the resistivity in the immediate vicin-
ity of the critical electron density is shown in the inset
for another Si MOSFET. The lowest curve shows a ten-
fold drop in resistivity at T#1.8 K with no indication of
any low-temperature saturation. At a critical density nc
!9.02$1010 cm%2, the resistivity is almost independent
of temperature, and changes in density of only 3% from
nc cause strongly metallic or strongly insulating behav-
ior. The value of the resistivity at the separatrix is close
to that in the main figure.

In Fig. 2, the resistivity as a function of temperature is
shown for a different dilute 2D system, holes in a GaAs/
AlGaAs heterostructure. The hole density varies be-
tween 8.9$109 and 6.4$1010 cm%2, corresponding to rs
between approximately 9 and 24. The main features of

"(T) are the same as in Si MOSFET’s: the behavior of
the resistivity is insulating at low hole densities, ps
# pc (the upper solid curves); for ps&pc , the resistivity
shows insulating-like behavior at higher temperatures
and drops by a factor of 2 to 3 at temperatures below a
few hundred mK (the dashed curves); and at yet higher
hole densities, the resistivity is metallic in the entire
temperature range (the lower solid curves). The curve
which can approximately be identified as the separatrix
between metallic and insulating behavior in the limit of
low temperature extrapolates to approximately 1.5 h/e2.
We note that the range of carrier densities in Fig. 2 is
much larger than that of Fig. 1, and the apparent satu-
ration of the resistivity at low temperatures, which is
seen in Fig. 2 for the highest hole densities, is also ob-
served in Si MOSFET’s at electron densities higher than
those shown in Fig. 1.

Similar low-temperature drops in resistivity by a fac-
tor of 2 to 3 have been observed in several other dilute
electron and hole systems: p-SiGe (Coleridge et al.,
1997), p-GaAs/AlGaAs (Yoon et al., 1999; Mills et al.,
1999), and n-AlAs (Papadakis and Shayegan, 1998).
Qualitatively similar, but much weaker, metallic tem-
perature dependences of the resistivity were observed
by Simmons et al. (1998) in p-GaAs/AlGaAs hetero-
structures and by Hanein et al. (1998b) in
n-GaAs/AlGaAs. In all these systems, the resistivity at

FIG. 1. Temperature dependence of the resistivity in a dilute
low-disordered Si MOSFET for 30 different electron densities
(from Kravchenko, Mason, et al., 1995). The inset shows accu-
rate measurements of "(T) close to the separatrix for another
sample; the electron densities are 8.6, 8.8, 9.0, 9.3, 9.5, 9.9, and
11.0$1010 cm%2 (from Sarachik and Kravchenko, 1999).

FIG. 2. For a 2D hole gas (2DHG) in p-GaAs/AlGaAs, resis-
tivity per square as a function of temperature obtained at B
!0 at various fixed hole densities, p!0.089, 0.094, 0.099, 0.109,
0.119, 0.125, 0.130, 0.150, 0.170, 0.190, 0.250, 0.320, 0.380, 0.450,
0.510, 0.570, and 0.640$1011 cm%2/V s. Note the three distinct
regimes: insulating regime at low densities, mixed regime at
intermediate densities indicated by dashed lines, and a
metallic-like regime at high densities. Inset: schematic presen-
tation of a p-type ISIS (inverted semiconductor-insulator-
semiconductor) structure used in the experiments. From Ha-
nein, Meirav, et al., 1998.

253Abrahams, Kravchenko, and Sarachik: Metallic behavior in two dimensions

Rev. Mod. Phys., Vol. 73, No. 2, April 2001

But this question can only be settled by theory!



Metallic phases in systems with 
vanishing density of states



We consider metallic phases in systems with vanishing DOS.  

Such systems can still have a finite DC conductivity: hence ‘metals’.

Helpful example: Graphene + 1/r Coulomb interactions.

1

⌧
⇠ ↵2T DOS ⇠ T �dc ⇠

1

↵

This system is unstable to disorder -> disorder leads to a finite DOS 
and a vanishing conductivity.  

In this talk, I show that Dirac fermions + strong gauge interactions can 
host metallic phases.

We will study QED3 + disorder (solvable in large N limit).  

↵ = e2/vF



Metallic phases of disordered QED3

Main message of my talk:

1) QED3 + potential disorder: clean metallic phase with irrelevant 
disorder and finite interaction strength.  

2) QED3 + mass disorder: dirty metallic phase with finite disorder and 
finite interaction strengths.  

3) If time permits: I will construct non-perturbative examples of stable 
metals at small N, with finite DOS and without using the replica trick! 



Some organizing principles

When is a non-interacting system with vanishing DOS stable to 
disorder?  

Let us consider a slightly generalized disorder problem:

V (x)V (x0) =
�

|x� x

0|�0
V (x) = 0

The clean system is stable to disorder when �0 > 2.

Note: Gaussian white noise is realized when �0 = d.



Some organizing principles

Next consider the stability of an interacting system with vanishing DOS.

V (x) = 0

The clean system is stable to disorder for any d when 

V (x)V (x0) =
�

|x� x

0|�int

The interacting system can renormalize (or screen) disorder 
correlations.  Let us define

�int = �0 � 2⌘

�int > 2.



Some organizing principles

The “anomalous dimension” of disorder correlations has two sources:

�int = �0 � 2⌘

(i) Screening of disorder by strong interactions.

(ii) Anomalous dimension effects - provided disorder couples to  
a non-conserved operator (e.g. mass).

Conserved quantities like charge density are protected from 
anomalous dimension effects but not from screening effects.  



Some organizing principles

�int = �0 � 2⌘

Two interesting possibilities are logically possible:

(i) �int > 2 > �0 :

(ii) �int < 2 < �0 :

In this case, the interacting system is stable to disorder while the non-
interacting counter part is unstable.  

QED3 + potential disorder at large N.

Now the non-interacting system is stable but the interacting 
counterpart is unstable.  

QED3 + mass disorder at large N.



QED3 + potential disorder: a clean 
metallic phase



QED3 at large N

S0 =

Z
d

2
xd⌧


 ̄j�µDµ j +

1

4
f

2
µ⌫

�

j = 1 · · ·N Dµ = @µ + igaµ fµ⌫ = @µa⌫ � @⌫aµ

The large N limit: N ! 1,↵ = g2N ! constant

Dµ⌫ =
�µ⌫ � kµk⌫/k2

k2 + ↵k/8
⇠ 1

k
(k ⌧ ↵)

(RPA is exact).

Dynamically 
screened photon:



QED3 at large N

S0 =

Z
d

2
xd⌧


 ̄j�µDµ j +

1

4
f

2
µ⌫

�

j = 1 · · ·N Dµ = @µ + igaµ fµ⌫ = @µa⌫ � @⌫aµ

The large N limit: N ! 1,↵ = g2N ! constant

Fermion anomalous dimension: ⌘ ⇠ O(1/N)



QED3 + disorder at large N

We add potential disorder to S0

Gaussian white noise disorder:

V (x)V (x0) = ��

(2)(x� x

0)

V (x) = 0

Disorder averaging is done using the replica trick:

Sdirt =

Z
d

2
xd⌧V (x) †

i (x, ⌧) i(x, ⌧)

a, b = 1 · · ·n, n ! 0

Sdirt = ��

2

Z
d

2
xd⌧d⌧

0
 ̄ia ia(x, ⌧) 

†
jb jb(x, ⌧

0)



Screening of potential disorder

Potential disorder gets screened by interactions. This is similar to 
dynamical screening of the photon:

At leading order in large N, only one diagram survives the replica 
limit:

FIG. 1. The diagram which describes the screening of the
random scalar potential by the fermion density-density polar-
ization bubble at zero frequency. The dashed line represents
the disorder interaction Eq. (6). The shading of the bubble
denotes a geometric series of bubble diagrams.

by the fermion density-density polarization bubble to-
gether with the longitudinal component of the photon
propagator, as shown in Fig. 1. The RPA corrected lon-
gitudinal component D

00

of the photon propagator (with
zero external frequency) screens the disorder but does not
mix distinct replicas. Hence, such processes survive upon
taking the replica limit. As shown explicitly in Appendix
D, the resulting disorder correlation is altered by gauge
fluctuations from Gaussian white-noise to a short-ranged
form

V (x)V (x0) / �

|x� x

0|3 . (7)

As a consequence of this screening, �
int

= 3 (i.e. 2⌘ =
�1), and the clean conformal QED

3

fixed point is stable
against potential disorder. It is our first example of a 2d
metallic phase stabilized by interactions. Such a system
would have universal conductivity at T = 0, which is
determined by the conformal fixed point.

Mass Disorder - We now present an example of a
metallic phase with finite interactions and disorder cor-
relations. Such a phase can be realized by considering a
form of disorder to which a system of free Dirac fermions
would be stable, but where interactions can produce a
destabilizing e↵ect. Our focus here will be on the sim-
plest variety of such disorder, mass disorder of the form

S

dis

=

Z
d

2

xd⌧V (x) ̄
j

(x, ⌧) 
j

(x, ⌧), (8)

with zero mean and Gaussian white noise correlations.
A concrete realization of mass disorder in the context
of graphene is a random potential that has opposite
signs on each of the two sublattices of the honeycomb
lattice. This perturbation preserves parity and time-
reversal but breaks the sublattice, or spatial-inversion
symmetry. Since  is a four-component spinor, this term
explicitly breaks the U(2N) chiral symmetry of the clean
theory down to U(N) ⇥ U(N), while respecting parity
and time-reversal. Importantly, this type of disorder is
unscreened by interactions, and at the tree level it is
marginal at the conformal QED

3

fixed point.
In the absence of interactions, mass disorder is

marginally irrelevant, weakening at low energies. How-
ever, since the mass operator is not a conserved quantity,
it can acquire an anomalous dimension due to interaction

e↵ects. As discussed in Appendix B, the mass anomalous
dimension at the conformal QED

3

fixed point is positive:
2⌘(↵⇤) ⇠ ↵⇤/N . As a consequence, �

int

< �, and, while
the non-interacting system is stable to mass disorder, the
interacting counterpart is unstable. Thus, we may expect
a stable fixed point which retains finite disorder correla-
tions as well as finite interactions. Similar behavior is
expected for other types of random Dirac mass terms.
Since disorder breaks Lorentz invariance, the ratio v/c

of fermion to photon velocity is a running coupling along
with disorder and interaction strengths. We have found
that the simplest framework in which to obtain the flow
of these couplings is to study the problem in d = 3 � ✏

space dimensions. Such a method can recover the physics
of the conformal QED

3

fixed point in the clean limit for
su�ciently large N , where ↵⇤ ⇠ ✏ (see Appendix B)36–39.
Since at tree-level [↵] = 3�d and [�] = 2��, we can fix
� = 2 while varying the dimension of space. The problem
of interest, Gaussian mass disorder, then corresponds to
� = 2, ✏ = 1. We will also define running couplings
↵,� appropriate for d = 3 � ✏ space dimensions: ↵̄ =
g

2
N

4⇡

2
v

⇤�✏

, �̄ = �

2⇡

2
v

2 , where ⇤ is a cuto↵ scale. The fact
that these are the appropriate running couplings can be
seen in perturbation theory.
We obtain the RG flow equations by holding c = 1

while allowing v/c = v to run. The action remains scale
invariant after renormalization provided that we allow
the dynamical critical exponent z to run. We study the
equations to one-loop order in an epsilon expansion, in-
cluding terms depending on 1/N . We discuss the details
of this analysis in Appendix E and simply quote the re-
sults here. At leading order in ✏, the flow equations of
the running couplings are

z = 1 +
1

3
↵̄

�
1� v

2

�
,

dv

d`

= v
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3
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g

1

(v) +
1

3
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�
1� v

2
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,

d↵̄
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2

3
�̄� 2

3
↵̄+

↵̄

N

g

1

(v)

�
,

d�̄

d`

= 2�̄


�4

3
�̄+

↵̄

N

g

2

(v)

�
, (9)

where g

1

(v), g
2

(v) are simple functions of v and are pro-
vided in Appendix E. Fixed points are obtained by find-
ing simultaneous zeroes of the above equations. At infi-
nite N , it can be seen by inspection that there is a non-
trivial infrared-stable fixed point with z = 1, v = 1, �̄ =
0, ↵̄ = 3✏/2. This corresponds to the clean conformal
QED

3

system, and the system studied in the previous
section would be obtained in the limit ✏ ! 1. However,
when N is large but finite, the clean QED

3

fixed point
is destabilized in favor of an infrared-stable fixed point
with finite ↵̄, �̄:

v⇤ ⇠ 1� 9

8N
, ↵̄⇤ ⇠ 3✏

2
, �̄⇤ ⇠ 27✏

16N
, z⇤ ⇠ 1+

9✏

8N
. (10)

There are several striking aspects of this solution: first, it

3

a b

a b

b

b

a

a

This reflects the renormalization of the disorder variance due to 
the a0 fluctuations (which also couple to density).



Screening of potential disorder

FIG. 1. The diagram which describes the screening of the
random scalar potential by the fermion density-density polar-
ization bubble at zero frequency. The dashed line represents
the disorder interaction Eq. (6). The shading of the bubble
denotes a geometric series of bubble diagrams.

by the fermion density-density polarization bubble to-
gether with the longitudinal component of the photon
propagator, as shown in Fig. 1. The RPA corrected lon-
gitudinal component D

00

of the photon propagator (with
zero external frequency) screens the disorder but does not
mix distinct replicas. Hence, such processes survive upon
taking the replica limit. As shown explicitly in Appendix
D, the resulting disorder correlation is altered by gauge
fluctuations from Gaussian white-noise to a short-ranged
form

V (x)V (x0) / �

|x� x

0|3 . (7)

As a consequence of this screening, �
int

= 3 (i.e. 2⌘ =
�1), and the clean conformal QED

3

fixed point is stable
against potential disorder. It is our first example of a 2d
metallic phase stabilized by interactions. Such a system
would have universal conductivity at T = 0, which is
determined by the conformal fixed point.

Mass Disorder - We now present an example of a
metallic phase with finite interactions and disorder cor-
relations. Such a phase can be realized by considering a
form of disorder to which a system of free Dirac fermions
would be stable, but where interactions can produce a
destabilizing e↵ect. Our focus here will be on the sim-
plest variety of such disorder, mass disorder of the form

S

dis

=

Z
d

2

xd⌧V (x) ̄
j

(x, ⌧) 
j

(x, ⌧), (8)

with zero mean and Gaussian white noise correlations.
A concrete realization of mass disorder in the context
of graphene is a random potential that has opposite
signs on each of the two sublattices of the honeycomb
lattice. This perturbation preserves parity and time-
reversal but breaks the sublattice, or spatial-inversion
symmetry. Since  is a four-component spinor, this term
explicitly breaks the U(2N) chiral symmetry of the clean
theory down to U(N) ⇥ U(N), while respecting parity
and time-reversal. Importantly, this type of disorder is
unscreened by interactions, and at the tree level it is
marginal at the conformal QED

3

fixed point.
In the absence of interactions, mass disorder is

marginally irrelevant, weakening at low energies. How-
ever, since the mass operator is not a conserved quantity,
it can acquire an anomalous dimension due to interaction

e↵ects. As discussed in Appendix B, the mass anomalous
dimension at the conformal QED

3

fixed point is positive:
2⌘(↵⇤) ⇠ ↵⇤/N . As a consequence, �

int

< �, and, while
the non-interacting system is stable to mass disorder, the
interacting counterpart is unstable. Thus, we may expect
a stable fixed point which retains finite disorder correla-
tions as well as finite interactions. Similar behavior is
expected for other types of random Dirac mass terms.
Since disorder breaks Lorentz invariance, the ratio v/c

of fermion to photon velocity is a running coupling along
with disorder and interaction strengths. We have found
that the simplest framework in which to obtain the flow
of these couplings is to study the problem in d = 3 � ✏

space dimensions. Such a method can recover the physics
of the conformal QED

3

fixed point in the clean limit for
su�ciently large N , where ↵⇤ ⇠ ✏ (see Appendix B)36–39.
Since at tree-level [↵] = 3�d and [�] = 2��, we can fix
� = 2 while varying the dimension of space. The problem
of interest, Gaussian mass disorder, then corresponds to
� = 2, ✏ = 1. We will also define running couplings
↵,� appropriate for d = 3 � ✏ space dimensions: ↵̄ =
g

2
N

4⇡

2
v

⇤�✏

, �̄ = �

2⇡

2
v

2 , where ⇤ is a cuto↵ scale. The fact
that these are the appropriate running couplings can be
seen in perturbation theory.
We obtain the RG flow equations by holding c = 1

while allowing v/c = v to run. The action remains scale
invariant after renormalization provided that we allow
the dynamical critical exponent z to run. We study the
equations to one-loop order in an epsilon expansion, in-
cluding terms depending on 1/N . We discuss the details
of this analysis in Appendix E and simply quote the re-
sults here. At leading order in ✏, the flow equations of
the running couplings are

z = 1 +
1

3
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1� v

2
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,

dv

d`

= v


�2

3
�̄� ↵̄

N

g

1

(v) +
1

3
↵̄

�
1� v

2

��
,

d↵̄

d`

= ↵̄


✏+

2

3
�̄� 2

3
↵̄+

↵̄

N

g

1

(v)

�
,

d�̄

d`

= 2�̄


�4

3
�̄+

↵̄

N

g

2

(v)

�
, (9)

where g

1

(v), g
2

(v) are simple functions of v and are pro-
vided in Appendix E. Fixed points are obtained by find-
ing simultaneous zeroes of the above equations. At infi-
nite N , it can be seen by inspection that there is a non-
trivial infrared-stable fixed point with z = 1, v = 1, �̄ =
0, ↵̄ = 3✏/2. This corresponds to the clean conformal
QED

3

system, and the system studied in the previous
section would be obtained in the limit ✏ ! 1. However,
when N is large but finite, the clean QED

3

fixed point
is destabilized in favor of an infrared-stable fixed point
with finite ↵̄, �̄:

v⇤ ⇠ 1� 9

8N
, ↵̄⇤ ⇠ 3✏

2
, �̄⇤ ⇠ 27✏

16N
, z⇤ ⇠ 1+

9✏

8N
. (10)

There are several striking aspects of this solution: first, it

3

a b

a b

b

b

a

a

As a result, the disorder variance at long distances becomes 

V (k)V (�k) =
�

1 + 2⇧00(k,0)
k2

) V (x)V (x0) =
�

|x� x

0|3



Screening of potential disorder

Let us summarize.  The non-interacting Dirac problem had 

V (x)V (x0) = ��

(2)(x� x

0) ! �0 = 2

By contrast, large N QED screened the disorder with 

V (x)V (x0) =
�

|x� x

0|3 ! �int = 3

Potential disorder is irrelevant at the large N QED3 fixed point:

[�] = �1

This is our first example of a stable metallic phase.  



Graphene vs QED3

We may naively suppose that the QED3 result is the same as 
graphene + 1/r interactions.  

However, this is not true: transverse gauge fluctuations in QED3 

are crucial.  Here are the differences.   

graphene + 1/r interactions QED3 

� ⇠ 1

↵
� ⇠ 1

↵

↵ ! 0 ↵ ! O(1)

unstable to potential  
disorder

stable to potential  
disorder

fixed lines in   
plane

fixed point in   
plane

↵�� ↵��



QED3 + mass disorder: a dirty metallic 
phase



QED3 + mass disorder

We previously gave an example of a clean 2d metal.  

We next show an example of a dirty metal with a finite disorder, 
finite interaction fixed point.  This will occur with mass disorder:

Mass disorder in graphene: random staggered chemical potential.

µ(x) = �M(x)

µ(x) = M(x)



QED3 + mass disorder

So, to the QED3 Lagrangian, we add mass disorder:

S0 =

Z
d

2
xd⌧


 ̄j�µDµ j +

1

4
f

2
µ⌫

�

Sdirt =

Z
d

2
xd⌧M(x) ̄i(x, ⌧) i(x, ⌧)

S = S0 + Sdirt



Sdirt =

Z
d

2
xd⌧M(x) ̄i(x, ⌧) i(x, ⌧)

For free 2d Diracs, mass disorder is marginally irrelevant. 

But the mass is not a conserved object: it can have an anomalous 
dimension.  In large N QED3, the anomalous dimension is known:

As a consequence, the interacting system is unstable to disorder 
whereas the non-interacting counterpart is stable.  

⌘M ⇠ ↵/N > 0

This is analogous to the story of the Wilson-Fisher fixed point.



QED3 + mass disorder: RG flows

After some exploration, we found that the simplest treatment of 
the mass disorder problem involves epsilon and 1/N expansions. 

With
M(x) = 0, M(x)M(x0) =

�M

|x� x

0|2

This disorder is marginal for free fermions in any d.  But due to 
anomalous dimension effects, it is now slightly relevant.  We 
expand about 

d = 3� ✏

And study the RG flow of the replicated action.  We will 
set d=2 at the end.  

✏, 1/N ⌧ 1



QED3 + mass disorder: RG flows

Since disorder badly breaks Lorentz invariance, there are several 
running couplings:

(i) z

(ii) v/c

(iii) ↵̄ =
↵

4⇡2v
⇤�✏

(iv) �̄ =
�

2⇡2v2

The RG flows are obtained with a dimensional regulator, setting 
c=1 and tracking the running of remaining couplings.  

(dynamical exponent)



QED3 + mass disorder: RG flows

Infinite N: fixed point has

z = 1 +
1

3
↵̄
�
1� v2

�

dv

d`
= v


�2

3
�̄� ↵̄

N
g1(v) +

1

3
↵̄
�
1� v2

��

d↵̄

d`
= ↵̄


✏+

2

3
�̄� 2

3
↵̄+

↵̄

N
g1(v)

�

d�̄

d`
=

2↵̄

N
g2(v)�� 8

3
�̄2

At leading order the 1-loop RG flows are:

This is the clean QED3 fixed point (✏ ! 1) .

z⇤ = 1, v⇤ = 1, ↵̄⇤ = 3✏/2, �̄⇤ = 0.

g1, g2: functions of v.



QED3 + mass disorder: RG flows

At large but finite N, the clean QED3 fixed point gives way to

v⇤ = 1� 9

8N

↵̄⇤ =
3✏

2

z⇤ = 1 +
9✏

8N

�̄⇤ =
27✏

16N

The fixed point has both finite interaction and finite disorder 
strengths.  It describes a dirty metal with a vanishing DOS.



Properties of the finite mass disorder 
fixed point

The density of states vanishes as a universal power law:

⇢(E) ⇠ Ed/z⇤�1 ⇠✏!1 E1� 9
4N

Consequence: universal thermodynamics - e.g.  C ⇠ T 2� 9
4N

The finite disorder strength leads to a finite Drude conductivity 
due to elastic impurity scattering: 

1

⌧
⇠ �⇤T

2/z⇤�1 � ⇠ ↵⇤⌧⇢ ⇠ ↵⇤
�⇤

This is the second example of a stable 2d metallic phase.  



Conclusion and outlook

In this talk I provided two examples of stable interacting 2d 
metals with vanishing DOS.  

These descriptions may describe certain spin liquids with power 
law correlations - algebraic spin liquids.  Our prediction is that 
such systems are stable to disorder.  

Metal-insulator transitions of these systems are not perturbatively 
accessible - require the analysis of the nonlinear Sigma model.   
Open problem: nature of the NLSM for these problems.  

Open problem: stable 2d metals with finite DOS?


