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1 The Functional Renormalisation Group





1.1 Euclidean Quantum Field Theory

A general QFT is fully determined by its complete set of correlation functions. As an illustrative ex-
ample let us consider the simple case of a QFT with one real scalar field ϕ(x) in d dimensions. This
exemplary theory will be used frequently throughout this chapter, and its first few correlation or Green
functions in a statistical approach in Euclidean spacetime are summarised in Table 1.1. These correla-
tion functions of the fundamental quantum field ϕ are the moments of the central quantity in quantum
statistical field theory, the generating functionalZ[J]. The latter is the analogue of the partition function
in classical statistics and contains all information of the physical system under consideration. We obtain
the correlation function in terms of the generating functional via functional derivatives as

〈ϕ(x1) . . . ϕ(xn)〉J =
1
Z[J]

δnZ[J]
δJ(x1) . . . δJ(xn)

. (1.1)

Here the subscript J at the correlation function marks its dependence on the source field J(x). The
generating functionalZ[J] can be given in terms of a path integral via

Z[J] =
1
N

∫
[dϕ]ren exp

{
−S [ϕ] +

∫
ddxϕ(x)J(x)

}
, (1.2)

with an exponential damping factor exp(−S [ϕ]) with classical action S [ϕ] and a flat measure [dϕ]ren.
The subscript at the measure denotes the fact that in general such a path integral has to be regularised
and renormalised. Note that the normalisation N in front of the path integral drops out for correlation
functions which is obvious from their definition in (1.1). Using this definition the correlation functions
(1.1) are simply the normalised moments of the statistical integral (1.2).
Having a closer look at Table 1.1, e.g. the line n = 2, one realises that the two-point correlation func-
tion 〈ϕ(x)ϕ(y)〉 is written as a connected part, 〈ϕ(x)ϕ(y)〉connected, and a disconnected one which reads
φ(x)φ(y) = 〈ϕ(x)〉〈ϕ(y)〉. The "connected" and "disconnected" refers to the classification in terms of the
Feynman diagrams the correlation functions are built of. The fisconnected part of a correlation function
consists out of diagrams that decay in several subdiagrams that are not connected by lines. For exam-
ple, the disconnected part of the two-point correlation function in Table 1.1 consists of the mean fields.
Tqherefore its information is already stored in the one-point correlation function. The same is true for
a general n-point correlation function whose disconnected part can be constructed from the connected
parts of the m-point correlation functions, where m < n. Hence,Z[J] comprises redundant information.
Within the Schwinger functional,W[J], part of this redundancy is removed. It is defined as

W[J] = lnZ[J], (1.3)

n n-point correlation function interpretation

0 〈1〉 = 1 normalisation

1 〈ϕ(x)〉 = φ(x) mean field

2 〈ϕ(x)ϕ(y)〉 = 〈ϕ(x)ϕ(y)〉connected + φ(x)φ(y) propagator

3 〈ϕ(x)ϕ(y)ϕ(z)〉 = 〈ϕ(x)ϕ(y)ϕ(z)〉connected + . . . three-point vertex

...
...

...
...

Table 1.1: The finite n-point correlation functions 〈ϕ(x1) . . . ϕ(xn)〉 (n ∈ N0) of a real scalar field theory
with one scalar field ϕ(x).
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and serves as the generating functional for the connected correlation functions. As for the correlation
functions, the connected correlation functions are independent of the normalisation N in (1.2). This
is simple to see as − lnN is an additive constant in W[J]. Henceforth we shall drop the normalisa-
tion. Moreover, W[J] is a convex functional: its second derivative, the connected two-point function or
propagator G(x, y), is positive. This is easily seen from its definition

G(x, y) :=
δ2W[J]

δJ(x)δJ(y)
= 〈ϕ(x)ϕ(y)〉 − φ(x)φ(y) = 〈(ϕ(x) − 〈ϕ(x)〉)(ϕ(y) − 〈ϕ(y)〉)〉 . (1.4)

Evaluated at x = y the propagator G(x, x) is the expectation value of a positive operator (ϕ(x) − 〈ϕ(x)〉)2,
which entails convexity of W[J].
The Schwinger functional still contains redundant information, as connected correlation functions can
be separated into one-particle irreducible (1PI) and one-particle reducible ones. The 1PI correlation
functions contain the information of 1PI Feynman diagrams: 1PI diagrams can not be separated into
two disconnected ones by cutting one internal line. General connected diagrams can be built from the
1PI diagrams, and hence the 1PI correlation functions contain all information about the QFT under
consideration. The generating functional of 1PI correlation functions, the effective action Γ[φ], is the
Legendre transform of the Schwinger functional,

Γ[φ] = sup
J

{∫
ddx J(x) φ(x) −W[J]

}
. (1.5)

The Legendre transform Γ[φ] in (1.5) is convex as is the Schwinger functional W[J]. Therefore, the
Legendre transform of Γ is again W. The physics interpretation of the effective action is that of the
quantum analogue of the classical action. The field φ in the effective action is indeed the mean field. This
is easily seen by taking the derivative with respect to J of Eq. (1.5). In position space and momentum
space we find 1

φ(x) =
δW[J]
δJ(x)

∣∣∣∣∣
Jsup

=
1
Z[J]

δZ[J]
δJ(x)

∣∣∣∣∣
Jsup

= 〈ϕ(x)〉 , δW[J]
δJ(p)

= φ(−p) . (1.6)

Here we inserted (1.3) and used the definition of the mean field as the one-point correlation function in
(1.1). This relation defines the Legendre transform of δW/δJ. Analogously, the Legendre transform
of δΓ/δφ can be obtained by taking the functional derivative of (1.5) with respect to φ. The result in
position space and momentum space reads

δΓ[φ]
δφ(x)

= Jsup(x) ,
δΓ[φ]
δφ(p)

= Jsup(−p) . (1.7)

These are the quantum equations of motion (EoM). Notably, for vanishing Jsup, they reduce to the ana-
logue of the classical equations of motion and the effective action Γ reduces to the free energy −W. In
the following we will suppress the supremum index for convenience and the evaluation at the supremum
is understood implicitly unless stated otherwise. Note that in the derivation of (1.7) from (1.5) the term
steming from the φ-dependence of Jsub drop out:

∫
ddx′

δJsup(x′)
δφ(x)

φ(x′) + Jsup(x) −
∫

ddx′
δJsup(x′)
δφ(x)

δW[J]
δJ(x′)

∣∣∣∣∣
Jsup

= Jsup(x) (1.8)

At this point some comments about our notation are in order. Sometimes a different normalization is
used for the Schwinger functional where

lnZ[J]→ lnZ[J] − lnZ0[0] . (1.9)
1Our Fourier conventions are detailed in appendix 2.1.
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Here Z0 is the generating functional in (1.2) with the classical action replaced by the interaction-free
part of it. Such a normalization leads to an additional lnZ0[0] in (1.5). This way, Γ[0] vanishes in
the interaction-free case and thus can be interpreted as the interaction correction to the free energy.
Furthermore, one finds versions of the generating functional for 1PI correlation functions, (1.5), where
the interaction-free part of the classical action is added. Consequently, the corresponding two-point
function becomes the irreducible self energy instead of the propagator as it is the case in our notation as
we will show next.
In functional approaches to quantum field theories, the two-point function is the central quantity. There-
fore we discuss it here in more detail. For this purpose and in order to obtain the Legendre transform
of connected n-point correlation functions for n ≥ 2 in general one can utilize the following Legendre
transform of the functional derivatives

δ

δJ(x)
=

∫
ddx′

(
δ2Γ

δφ(x)δφ(x′)

)−1
δ

δφ(x′)
,

δ

δφ(x)
=

∫
ddx′

(
δ2W

δJ(x)δJ(x′)

)−1
δ

δJ(x′)
, (1.10a)

which reads in momentum space

δ

δJ(p)
=

∫
ddp′

(2π)d

(
δ2Γ

δφ(−p)δφ(p′)

)−1
δ

δφ(p′)
,

δ

δφ(p)
=

∫
ddp′

(2π)d

(
δ2W

δJ(−p)δJ(p′)

)−1
δ

δJ(p′)
.

(1.10b)

However, before discussing the 1PI two-point function we start with its connected version. We know
from its definition that the Schwinger functionalW[J] and the generating functional Z[J] are interre-
lated. Taking another functional derivative of (1.6) with respect to J leads to the following relationship
between the two-point function and its connected part (see also the line n = 2 in Table 1.1):

δ2W[J]
δJ(x)δJ(y)

=
1
Z

δ2Z[J]
δJ(x)δJ(y)

− 〈ϕ(x)〉〈ϕ(y)〉 . (1.11)

The most efficient way to store the information about our QFT are the 1PI correlation functions as
explained above. Therefore, we are interested in the 1PI two-point function. The definition of the
effective action (1.5) establishes its relation to the Schwinger functional. Using the Legendre transforms
(1.6) and (1.10) we find the relation among the corresponding two-point functions as

δ2W
δJ(x)δJ(y)

=

∫
ddx′

(
δ2Γ

δφ(x)δφ(x′)

)−1
δ

δφ(x′)
φ(y) =

(
δ2Γ

δφ(x)δφ(y)

)−1

. (1.12)

This shows that the connected two-point function, also known as the full (connected) propagator is
the inverse of the 1PI two-point function. The former describes the propagation of a particle from a
spacetime point x to a spacetime point y and is denoted as G(x, y), see also above. As this is a very
important quantity let us summarize our findings about it by writing

G(x, y) = 〈ϕ(x)ϕ(y)〉connected =
δ 2W

δJ(x) δJ(y)
=

1
Γ(2)(x, y)

. (1.13)

Here, we introduced the notation Γ(2) for the 1PI two-point function of the effective action which is
generalized for the 1PI n-point function by

Γ (n)(x1, . . . , xn) =
δ n Γ

δφ(x1) . . . δφ(xn)
. (1.14)

This is a very convenient shortcut which is commonly used in the literature and will be used frequently
throughout the rest of this work. As explained above, these 1PI n-point functions Γ(n) comprise the same
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information as e.g. the ordinary n-point correlation functions or equivalently their generating functional
Eq. (1.2). Note that the Γ(n) are amputated correlation functions, where amputated means that the external
legs of the corresponding Feynman diagrams have no attached propagators. The Legendre transform of
the three-point function provides a very neat example for this fact.

Γ(3)(x1, x2, x3) =
δ

δφ(x1)
Γ(2)(x2, x3) =

∫
ddy1

1
W(2)(x1, y1)

δ

δJ(y1)
1

W(2)(x2, x3)
(1.15)

= −
∫

ddy1

∫
ddy2

∫
ddy3

1
W(2)(x1, y1)

1
W(2)(x2, y2)

W(3)(y1, y2, y3)
1

W(2)(x3, y3)
.

In order to get a hand on the aforementioned information stored in the effective action Γ one can derive
an explicit equation by using (1.5), (1.3) and (1.2). It reads

e−Γ[φ] =

∫
[dϕ]ren exp

{
−S [ϕ + φ] +

∫
ddxϕ(x)

δΓ[φ]
δφ(x)

}
. (1.16)

Eq. (1.16) provides a very convenient closed form for the effective action in terms of a functional integro-
differential equation. In particular for non-perturbative problems it is hard to solve and in most cases one
has to resort to numerics, either in terms of a lattice representation of (1.16) or by functional contin-
uum methods such as functional renormalisation group equations, Dyson-Schwinger equations or nPI
methods, in short functional approaches.
<Here we want to illustrate its applicability with deriving the one-loop effective action. To that end we
expand in (1.16) the classical action S [ϕ + φ] in powers of the fluctuation field ϕ,

e−Γ[φ] =

∫
[dϕ]ren exp

{
− S [φ] −

∫
ddx

(
δS
δϕ
− δΓ
δφ

)

ϕ=φ

− 1
2

∫
ddx1

∫
ddx2 S (2)(x1, x2)

∣∣∣
ϕ=φ

ϕ(x1)ϕ(x2) + . . .

}
. (1.17)

The first term in the exponent is independent of the quantum field ϕ and can be pulled in front of the
path integral. The second term gives higher order quantum corrections since Γ[φ] = S [φ]+ quantum
corrections. Restoring the ~ dependence would reveal this in an expansion in powers of ~. Neglecting
the higher terms indicated by the ellipses we are left with a Gaussian integral which can be solved to find
the well known 1-loop result

Γ1−loop[φ] = S [φ] +
1
2

Tr ln S (2)[φ] . (1.18)

In the reminder of the lecture we discuss functional approaches to non-perturbative quantum field theo-
ries. In the following section we very briefly discuss Dyson-Schwinger Equations as they constitute the
quantum equations of motion. The largest part of these notes however will deal with the functional renor-
malization group as another possible way to find the effective action. This method will be introduced
after a short recapitulation of renormalisation in section 1.3.
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1.2 Dyson–Schwinger Equations

We have discussed that the full information about the QFT under consideration is stored within its cor-
relation functions. It is left to access this information in a practical way. Within this section we will
discuss one of the possible master equations for the effective action Γ[φ], the Dyson–Schwinger Equa-
tions (DSEs). They provide an explicit diagramnmatic form of the quantum equations of motion in the
presence of a general current, (1.7). The section 1.4 is then devoted to the functional renormalization
group equation, a method to derive the effective action. However, before discussing the latter, which is
the main topic of these notes, we will first concentrate on the explicit derivation of the DSEs within this
section.
The Dyson-Schwinger equation is nothing but the symmetry identity of the path integral that entails the
translation invariance of the path integral measure [dϕ]ren under ϕ(x) → ϕ(x) + f (x), and hence the
translation invariance of the correlation functions. An infinitesimal shift is generated by the functional
derivative with respect to ϕ(x). In the path integral it leads us to

1
Z[J]

∫
[dϕ]ren

δ

δϕ(x)

[
exp

(
−S [ϕ] +

∫
ddx′ J(x′)ϕ(x′)

)]
= 0 , (1.19)

the functional integral of a total derivative vanishes. Performing the functional derivative on the right
hand side of this equation leads to

J(x) =

〈
δS [ϕ]
δ ϕ(x)

〉

J
. (1.20)

With (1.7) this leads us to the simple relation

δΓ[φ]
δ φ(x)

=

〈
δS [ϕ]
δ ϕ(x)

〉

Jsub

, (1.21)

the expectation value of the classical EoM is equivalent to its quantum version. Still, for a closed form
we have to rewrite the right hand side of (1.20) in terms of Γ.
Depending on the explicit form of the classical action S [ϕ], the expectation value of its functional deriva-
tive with respect to the quantum field ϕ depends on various correlation functions. These can be rewritten
as follows:

〈ϕ(x1) . . . ϕ(xn)〉J =
1

Z[J]

∫
[dϕ]ren ϕ(x1) . . . ϕ(xn) exp

(
−S +

∫
ddx′ J(x′)ϕ(x′)

)

=

(
δ

δ J(x1)
+ 〈ϕ(x1)〉

)
〈ϕ(x2) . . . ϕ(xn)〉J

=

(
δ

δJ(x1)
+ 〈ϕ(x1)〉

)
. . .

(
δ

δJ(xn)
+ 〈ϕ(xn)〉

)
. (1.22)

Here we used the step from the first to the second line recursively to find the result in the last line. The
expectation value of the quantum field is just the mean field and thus (1.10) results in the following
Legendre transform of this expression:

〈ϕ(x1) . . . ϕ(xn)〉J =

n∏

i=1

(∫
ddx′i G(xi, x′i)

δ

δφ(x′i)
+ φ(xi)

)
, (1.23)

with G(x, y) being the inverse of Γ(2)(x, y). This can be used to rewrite (1.20) in terms of the classical
action, the effective action and the classical field. Inserting the result into the quantum EoM (1.7) and
introducing the shorthand G · δδφ for the operator product on the right hand side of (1.23) we finally find
a closed expression of the quantum EoM, which reads
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δΓ

δφ(x)
=

δS
δϕ(x)

[
ϕ = G · δ

δφ
+ φ

]
. (1.24)

Eq. (1.24) is the master DSE for the 1PI correlation functions in its final form. The DSE for any 1PI
n-point correlation function can be obtained via the (n − 1)st functional derivative with respect to the
mean field φ. Note that equivalent master DSEs can be derived for the correlation functions (1.1) and the
connected correlation functions obtained from the Schwinger functional. Here we will discuss only the
1PI correlation functions and therefore will skip the prefix 1PI in the following.
Let us illustrate this procedure at the example of a scalar theory with a classical action S [ϕ] including a
ϕ4 interaction given by

S [ϕ] =

∫
ddx

[
1
2
∂µϕ(x)∂µϕ(x) +

m2

2
ϕ(x)2 +

λ

4!
ϕ(x)4

]
. (1.25)

Within this exemplary theory we can illustrate the general procedure, however in more realistic theories
the inclusion of fermions or gauge fields introduces some subtleties, which we will not discuss here. The
interested reader might find further details in DSE-reviews, e.g. [1, 2, 3, 4, 4].
Nevertheless, if we restrict ourselves for illustrative purposes to the simple scalar example (1.25) the
right hand side of the master DSE (1.24) reads

δS
δϕ(x)

[
ϕ = G · δ

δφ
+ φ

]
= −∂2

µ φ(x) + m2φ(x) +
λ

3!
φ(x)3

︸                                ︷︷                                ︸
δS
δϕ(x) [ϕ=φ]

+
λ

3!


(
G · δ

δφ
+ φ

)3

− φ3

 . (1.26)

The last term is rewritten as follows:
(
G · δ

δφ
+ φ

)3

− φ3 =

(
G · δ

δφ
+ φ

)2

φ − φ3

=

(
G · δ

δφ

) (
G · δ

δφ

)
φ + G · δ

δφ
φ2 + φG · δ

δφ
φ

=

(
G · δ

δφ

)
G + 3G · φ

= −G ·
(
G · Γ(3) ·G

)
+ 3G · φ , (1.27)

where we have used in the last line that

δG
δφ

=
δ

δφ

1
Γ(2) = − 1

Γ(2) Γ(3) 1
Γ(2) . (1.28)

Therefore, the final closed form of the master DSE for the effective action for the ϕ4 theory is given by

δΓ[φ]
δφ

=
δS [φ]
δφ

+
λ

2
G · φ − λ

3!
G3 · Γ(3) (1.29)

where in the last term, all G couple to both, Γ(3) and λ. The structure of the equation is apparent in its
diagrammatic representation. In Fig. 1.1(a) and Fig. 1.1(b) a transcription of the propagator and a general
n-point vertex into the diagrammatic language is given. The pictorial master DSE is then given in the
upper panel of Fig. 1.2.
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G =

(a) The full propagator.

Γ(n) =
n

(b) The 1PI n-point vertex.

Figure 1.1: Diagrammatic representation of propagator and vertices.

= δS
δφ(x ) + 1

2
− 1

3!

φ

=
−1

+ 1
2

−1

− 1
2

φ

− 1
3! + 1

2

Figure 1.2: Upper panel: The graphical representation of the master Dyson-Schwinger equation.
Lower panel: The Dyson-Schwinger equation for the full inverse propagator.
The cross denotes the coupling to the non-trivial background φ(x) and the grey circles indicate
full quantities.

As already mentioned, the DSEs for the general n-point functions follow from further derivatives with
respect to the classical field φ(x) in (1.29). As the simplest example let us consider the scalar propagator.
Its DSE, the gap equation, can be obtained from the master DSE, (1.24), by one derivative with respect
to φ, for the diagrammatic representation see the lower panel of Fig. 1.2.
The next step would be to solve (1.29) for a generic n-point function. However, a closer look at the
diagrams in Fig. 1.2 shows that for the solution of the n−point function we need to know at least the
(n + 2)-point function. Consequently, we are dealing with an infinite tower of coupled equations that are
not always analytically solvable. Therefore, the equations have to be truncated in a physically reason-
able way, i.e. with paying attention to e.g. gauge invariance, multiplicative renormalizability etc. One
common technique to truncate the set of coupled equations would be by employing a specially designed
vertex ansatz. For further details we refer the interested reader to DSE-reviews, e.g. [1, 2, 3, 4, 5]. Ap-
plications in QCD range from hadron resonances to the phase structure of QCD, for its relation to the
functional RG see [6].
We want to close this section with a simple application as well as a comment on general functional
identitites derived from translation invariance. A simple as well as illuminating application of the DSE
is the embedding or emergence of perturbation theory in the DSE. To that end we reproduce the one-
loop effective action (1.18) we have obtained directly from the path integral representation of Γ in (1.16)
within a saddle point expansion.
The one-loop effective action is obtained from (1.29) by using classical propagators Gcl = 1/S (2) and
vertices on the right hand side and dropping the two-loop term. Using also S (3)[φ] = λφ we are led to
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the simple equation

δΓ[φ]
δφ

=
δS [φ]
δφ

+
1
2

Tr S (3)[φ]
1

S 2[φ]
=

δ

δφ

(
S [φ] +

1
2

Tr ln S (2)[φ]
)
. (1.30)

This is nothing but the field-derivative of (1.18). Iterating this procedure leads to the higher loop diagrams
including the correct combinatorical factors. It is a very simple recursive structure that elucidates part
of the power of functional relations. Eq. (1.30) also highlights the fact, that the DSE does not carry the
information about the field-independent part of the effective action. In the vacuum this is an irrelevant
total normalisation, while at finite temperature and density it carries the thermodynamics of the theory.
However, the vertices and propagators are then typicaly used in 2PI or 3PI resummation formulae for
the thermodynamics, leading to e.g. the pressure from a combined DSE/nPI approach. This is but one
example of the interesting possibility to utilise combinations of functional approaches. Here it is simply
utilising results obtained in one functional approach as input in another, but it is far more general.
We close the chapter on DSEs with a remark on generalised DSEs that icnlude also symmetry identities
such as the Ward identities and Slavnov-Taylor identities that encode gauge invariance of gauge theories
in a gauge-fixed setup: Eq. (1.19) can be generalised to

1
Z[J]

∫
[dϕ]ren

δ

δϕ(x)

[
Ψ[ϕ] exp

(
−S [ϕ] +

∫
ddx′ J(x′)ϕ(x′)

)]
= 0 . (1.31)

The functional Ψ[ϕ] in (1.31) can be used to derive DSEs for composite operators or for symmetry
transformations. In the latter case Ψ has to be chosen such that δ/δϕ(x)Ψ[ϕ] generates the symmetry
operations. For example, Ψ = 1 provides the standard DSE, note that the δ/δϕ(x) acts also to the right of
Ψ. In gauge theories with gauge field Aµ and covariant derivative Dµ the choice Ψ = Dµ with δ/δAµ(x) Dµ

generates gauge transformations on the gauge field. For more details and in particular the derivation of
explicit symmetry identities see e.g. [6].

12



1.3 Renormalization

So far we have only discussed different formal representations of the effective action. The applications,
i.e. the perturbative evaluation of the effective action (at the 1-loop level) in (1.18) and (1.30), and the
DSEs for the 1PI n-point functions via functional derivatives of (1.24) are by themselves simple formal
expressions but suffer from standard loop divergences. that originate in the momentum integrations
contained in the trace of (1.18), and the loop structure visualized in Fig. 1.2.
In this section we recapitulate how to such divergences are cured via the standard field theoretical reg-
ularisation and renormalisation procedure. For this purpose we utilize again the simple scalar theory
and discuss the perturbative renormalization as well as the Wilsonian renormalisation. The latter one is
tightly linked tothe more general functional renormalization group equations discussed in section 1.4.
This section is included for the benefit of the reader as a very brief reminder of standard textbook renor-
malisation theory. It is formulated in a way that is amiable to later functional renormalisation group
applications. The RG-experienced reader may just skip this part, or go along with the quote sometimes
attributed to Enrico Fermi: ’Never underestimate the joy people derive from hearing/reading something
they already know.’

1.3.1 Perturbative Renormalization

Here we consider the massless scalar ϕ4 theory whose classical action is the massless limit of (1.25). In
momentum space it reads

S [ϕ] =

∫
ddp

(2π)d

p2

2
ϕ(p)ϕ(−p) +

λ

4!

∫
ddp1

(2π)d

∫
ddp2

(2π)d

∫
ddp3

(2π)d ϕ(p1)ϕ(p2)ϕ(p3)ϕ(−p1 − p2 − p3) .

(1.32)

In the following we will stick to the 1-loop approximation and therefore omit the superscript "1-loop" as
it appears in (1.18) in order to lighten the notation. With this we find

Γ[φ] = S [φ] +
1
2

∫
ddq

(2π)d ln
[
S (2)(q, q)

]
,

S (2)(p, q) = p2(2π)dδd(p − q) +
λ

2

∫
ddp1

(2π)d φ(p1)φ(q − p − p1) . (1.33)

As discussed in the previous section, the knowledge about all n-point functions is as good as the one for
the effective action. The two-point function is given by

δ2Γ

δφ(p1)δφ(−p2)
=

δ2S
δφ(p1)δφ(−p2)

+
λ

2
(2π)dδd(p1 − p2)

∫
ddq

(2π)d

1
q2 . (1.34)

Here p1 and p2 are the ingoing and outgoing momenta and the (2π)dδd(p1 − p2) is nothing but the
momentum conservation. The integral is quadratically divergent in four dimensions which comes as a
surprise since the 1PI two-point function should be finite as it can be related to observables. For the time
being we take care of this divergence by introducing a finite momentum cutoff Λ,

∫
ddq

(2π)d

1
q2 → 2vd

Λ2∫

0

dq2
(
q2

)(d−4)/2
with vd = 2d+1πd/2Γ(d/2) , (1.35)
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with the Gamma function Γ(d/2). We leave this regularized version for the moment as it is and consider
next the 4-point function, as the 3-point function vanishes at φ = 0,

δ4Γ

δφ(p1)δφ(p2)δφ(p3)δφ(p4)
=

S (4) − λ
2

2
(2π)dδd


∑

i

pi


∫

ddq
(2π)d

{
1
p2

[
1

(q + p1 + p2)2 +
1

(q + p1 + p3)2 +
1

(q + p1 + p4)2

]}
. (1.36)

Here s = (p1 + p2)2, t = (p1 + p3)2 and u = (p1 + p4)2 are the Mandelstam variables and for the sake of
simplicity we will specify s = t = u = p2 in the following. With this we find

Γ(4) = S (4) − 3vdλ
2(2π)dδd


∑

i

pi


Λ2∫

0

dp2 q2 d−4
2

(q + p)2 (1.37)

which is logarithmically divergent in four dimensions. Considering higher n-point functions we find
them to be (UV-) finite due to the increasing numbers of propagators.
In summary, the first explicit evaluation we did even for the simple massless scalar theory in d = 4 reveals
divergences in the n-point functions for n = 2, 4. These, however, are related to observables and thus
should stay finite. On the other hand we find the coupling constant λ in our divergent expressions which is
a parameter of our classical i.e. microscopic theory and therefore not observable. In the following we will
renormalize our theory by shifting the divergences of our n-point functions into the coupling constant λ
which we will call bare coupling in the following. In order to do so we introduce renormalized quantities
marked with an index R via

φ =
√

ZφφR , λ =
Zλ
Z2
φ

λR . (1.38)

The aim is to keep the renormalized coupling, λR, finite and expand in powers of this instead of the bare
coupling λ. For this purpose a reorganization of the classical action is in order. With (1.32) and (1.38)
we can rewrite S as follows:

S [φ] = S R[φR] + δS [φR] ,

S R[φR] =

∫
ddp

(2π)d

p2

2
φR(p)φR(−p)

+
λR

4!

∫
ddp1

(2π)d

∫
ddp2

(2π)d

∫
ddp3

(2π)d φR(p1)φR(p2)φR(p3)φR(−p1 − p2 − p3) ,

δS [φR] = δZφ

∫
ddp

(2π)d

p2

2
φR(p)φR(−p)

+
λR

4!
δZλ

∫
ddp1

(2π)d

∫
ddp2

(2π)d

∫
ddp3

(2π)d φR(p1)φR(p2)φR(p3)φR(−p1 − p2 − p3) , (1.39)

with δZφ = Zφ − 1 and δZλ = Zλ − 1. Next we assume that δS is of higher order in λR than S R which we
will verify with hindsight. With this assumption we can perform the 1-loop analysis with S R only as δS
gives a higher order contribution. Thus we have at 1-loop order

ΓR[φR] = Γ[φ] = S [φ] +
1
2

Tr ln S (2) = S R[φR] + δS [φR] +
1
2

Tr ln S (2)
R . (1.40)
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The renormalised Tr ln term will result in the expressions (1.34) and (1.37) with λ replaced by λR.
Therefore, the divergences persist. However, this time we can use the counterterms, δS , to subtract these
divergences and obtain a finite result. Explicitly we find for s = t = u = p2,

Γ
(4)
R = ZλλR − 3vdλ

2
R

Λ2∫

0

dq2

(
q2

)(d−2)/2

p2(q + p)2 = ZλλR − 3vdλ
2
R

Λ2∫

0

dq2

1∫

0

dx
q2 d−2

2

[
q2 + x(1 − x)p2]2 (1.41)

where we used the Feynman parameter x to rewrite the result. Typically we will asign q for loop momenta
and p for external momenta. Now Zλ is at our disposal and we can choose it as we like, as long as it
cancels the divergence in the loop integral. In four dimensions we write

Zλ = 1 + λR

[
3λR

32 π2 ln
(
Λ2/p2

)
+ c(1)

λ

]
+ O(λ2

R) (1.42)

where the 1 in front assures that the counterterm δS is of higher order in λR according to our assumption
above. Furthermore, c(1)

λ is at our disposal and we neglected higher orders in λR. With this we find that
the 4-point function (1.41) is finite.
The freedom of choosing c(1)

λ is called renormalization scheme dependence and here we opt for the
so-called momentum subtraction scheme, i.e. we fix c(1)

λ by asking for the following renormalization
condition:

Γ
(4)
R (p2 = µ2) = λR . (1.43)

The new energy scale µ is called renormalization scale and we find that the infinities of our n-point
functions have been traded for a dependence on the new scale µ. The dependence on this new scale is
described by differential equations. To find such an equation we start with the first equality in (1.40) to
find

Γ(n)(Qi, λ,Λ) = Z−n/2
φ Γ

(n)
R (Qi, λR, µ)

⇒ 0 = µ d
dµΓ(n)(Qi, λ,Λ) =

[
µ ∂
∂µ + βλ(λR) ∂

∂λR
− n

2η(λR)
]
Γ

(n)
R (Qi, λR, µ) . (1.44)

Here we introduced the beta function, βλ, and the anomalous dimension, η as

βλ(λR) = µ
d

dµ
λR , η(λR) =

µ

Zφ

dZφ
dµ

(1.45)

with the derivatives evaluated at fixed bare coupling λ. For the renormalization condition (1.43) we find

βλ = µ
d

dµ


Z2
φ

Zλ
λ

 = 2ηλR − λR

Zλ
µ

d
dµ

Zλ = 2ηλR +
3λ2

R

16π2 + O(λ3
R) . (1.46)

The contribution with the anomalous dimension comes from the field renormalization, (1.38), and the
loop correction leads to the second term. A similar evaluation for the momentum-square part of the
2-point function would reveal Zφ = 1 and therefore η = 0 at 1-loop order.
To get an idea of how to interpret the renormalization scale µ which was introduced in a kind of arbi-
trary way via the renormalization condition we analyze the theory under a change of momentum scale.
However, before rescaling the theory let us summarize the dimensionality of some quantities in order to
fix our notation. In the following we will use the square bracket to define the dimension in powers of
momenta, i.e.

[p] = 1 , [x] = −1 , [φ(x)] = dφ = d−2
2 , [φ(p)] = dφ − d , [Γ] = 0 ,

[δd(p)] = −d ,
[

δ
δφ(p)

]
= −dφ ,

[
δ

δφ(x)

]
= d − dφ . (1.47)
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The corresponding scaling behavior of the field thus reads φ(tx) = t−dφφ(x) and φ(tp) = tdφ−dφ(p). At this
point a comment is in order regarding our sloppy notation of incorporating the momentum conservation
into the n-point function. The dimensional analysis goes as follows:

Γ(n) (Q1, . . . ,Qn) = Γ(n) (Q1, . . . ,Qn−1) (2π)dδd (∑
i Qi

)
[
Γ(n) (Q1, . . . ,Qn)

]
= −n d−2

2 ⇒
[
Γ(n) (Q1, . . . ,Qn−1)

]
= d − n d−2

2 . (1.48)

This then clarifies any possible confusion about the dimensional analysis of (1.43) which reads
[
Γ

(4)
R (Q2 = µ2)

]
= d − 2d + 4 = 4 − d = [λR] (1.49)

and gives a dimensionless coupling in four dimensions.
With this input we can now discuss the 4-point function in context of a momentum rescaling. The
process described by a 4-point function is a 2→ 2 scattering process and the external momenta Qi define
the relevant scale for this process. Now consider the same process at a different scale which might be
obtained via Q′i = t Qi. Next, relate this to the same process at the external momenta Qi with a suitable
rescaling of the theory, i.e. Q′i → Q′i/t, µ→ µ/t and λR → λR t−[λ]. We find

Γ
(4)
R

(
Q′1,Q

′
2,Q

′
3, λR, µ

)
= t4−d Γ

(4)
R

(
Q1,Q2,Q3,

λR

t[λ] ,
µ

t

)
(1.50)

which finally can be used to study the change of Γ
(4)
R under a rescaling of the momentum to obtain

t
d
dt

Γ
(4)
R

(
Q′1,Q

′
2,Q

′
3, λR, µ

)
=

[
(4 − d) − [λ]λR

∂

∂λR
− µ ∂

∂µ

]
Γ

(4)
R

(
Q′1,Q

′
2,Q

′
3, λR, µ

)

=

[
(βλ − [λ]λR)

∂

∂λR
+ 4 − d − 2η

]
Γ

(4)
R

(
Q′1,Q

′
2,Q

′
3, λR, µ

)
(1.51)

where we used (1.44) to replace the µ dependence.
After all this dimensional analysis we finally traded the µ dependence described by (1.44) for a t de-
pendence described by (1.51). The latter one has a clear interpretation in terms of rescaling the external
momenta. To finalize the replacement we now search for a replacement of the µ dependence of the renor-
malized coupling given in terms of the beta function by a suitable t dependence. In other words we aim
at λR(t) and f (t) such that this t dependence compensates for the change of Γ

(4)
R due to the rescaling, i.e.

Γ
(4)
R

(
Q′1,Q

′
2,Q

′
3, λR, µ

)
= f (t)Γ(4)

R (Q1,Q2,Q3, λR(t), µ) . (1.52)

Inserting this into (1.51) and comparing the left and the right hand side one finds the t dependence of λR
and f as

t
dλR

dt
= −[λ]λR + βλ = −[λ]λR + 2ηλR +

3λ2
R

16π2 ,
t

f (t)
d f (t)

dt
= 4 − d − 2η . (1.53)

Phrasing this result in words, we have shown that a change of the relevant scale generated a change of the
coupling in three steps: First, one obtains a change due to quantum corrections, encoded in the last term
of the flow equation for λR. The second contribution stems from the field renormalization encoded in η
and finally one obtains a dimensional rescaling according to the dimension of the coupling, [λ] = 4 − d.
Notably, introducing the dimensionless coupling constant by multiplying with a suitable power of the
renormalization scale µ, λR µ

−[λR], and evaluating its logarithmic scale derivative one obtains the same
form:

µ
d

dµ
λR

µ4−d = (d − 4)λR + βλ . (1.54)
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We will come back to this point in section ??.
Before we redo the renormalization procedure starting from a different viewpoint, namely the Wilsonian
one, let us summarize what we did in this subsection. We started with evaluating the effective action in a
1-loop approximation. To be precise we evaluated the two- and four-point function. While doing so we
realized that in general the quantum corrections lead to divergences. Since the 1PI n-point functions are
related to observables they should stay finite. Thus we "shifted" the divergence into the bare coupling
constant λ which describes the microscopic physics but might be the wrong parameter for macroscopic
physics. This shift was done by introducing a renormalized coupling constant λR in (1.38) where we
included quantum fluctuations in Zλ and the effect of field renormalization in Zφ. The renormalized
quantities came with a renormalization condition, introducing a new scale µ. The scale dependence
λR(µ) was finally traded for a t dependence describing a rescaling of the theory. This means that we
have to adapt the coupling in our theory while changing the relevant scale of the process to be described.
In short, we did three steps: integrating out the quantum fluctuations (within a 1-loop approximation),
renormalizing the fields and rescaling the theory.

1.3.2 Wilsonian Renormalization

Recapitulating the previous subsection one might be uncomfortable with the fact that one subtracts di-
vergences to obtain a finite result. This can be circumvented with the Wilsonian viewpoint on renormal-
ization which will be described in the following. Furthermore, this viewpoint lays the ground for the
functional renormalization group method introduced in the next section. We start with the generating
functional (1.2),

ZΛ[J] =
1
N

∫

Λ

[dϕ] exp
{
−S Λ[ϕ] +

∫
ddxϕ(x)J(x)

}
, (1.55)

where the index Λ at Z and the integral indicates an integration over modes ϕ(p) with p2 < Λ2. 2 The
classical action S receives an index Λ as well for reasons that will become clear soon. The restriction of
momenta is ensuring the finiteness of the results as we have seen in the previous subsection. For well
defined theories this cutoff can be removed by sending Λ→ ∞ at the end.
Since the divergences of the previous subsection have been related to an integration over all momenta
we will perform this momentum integration step by step, i.e. momentum shell by momentum shell. For
this purpose we introduce a new cutoff Λ′ < Λ and distinguish between soft and hard modes which we
denote by ϕ̃ and ϕ̂ respectively. They are defined as

ϕ̃(p) =ϕ(p) Θ(Λ′ − |p|) ,

ϕ̂(p) =ϕ(p)
[
1 − Θ(Λ′ − |p|)] , (1.56)

with the Heaviside function Θ. Thus, we have ϕ = ϕ̃ + ϕ̂ and can rewrite the path integral in (1.55) in
terms of ϕ̃ and ϕ̂ and integrate out the hard modes to find

ZΛ[J] =
1
N

∫

Λ′

[dϕ̃]
∫

Λ

[dϕ̂] exp
{
−S Λ[ϕ̃, ϕ̂] +

∫
ddx

[
ϕ̃(x)J(x) + ϕ̂(x)J(x)

]}

=
1
N

∫

Λ′

[dϕ̃] exp
{
−S Λ′[ϕ̃] +

∫
ddx ϕ̃(x)J(x)

}
. (1.57)

2Note that at this point the reason for choosing Euclidean conventions from the very beginning reveals itself. Within
Minkowski space we would have light-like momenta with large components and small absolute value. This would hin-
der a useful definition of p2 < Λ2.
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SΛ∼
∫
ddx g4ϕ

4 ∼

. . .] ∼

SΛ′ ∼
∫
ddx [g′4ϕ̃

4 ∼

+ g′6ϕ̃
6 ∼ + . . .

. . .

+ + . . .

Figure 1.3: Graphical example for the generation of new couplings in the process of integrating out quan-
tum fluctuations of a momentum shell.

After performing this integral (which is in general everything but trivial) we are left with a functional
integral over the soft modes, ϕ̃, with a new action S Λ′ in the exponent. The latter is given via

exp {−S Λ′[ϕ̃]} =

∫

Λ

[dϕ̂] exp
{
−S Λ[ϕ̃, ϕ̂] +

∫
ddx ϕ̂(x)J(x)

}
, (1.58)

and thus has the structure of a Schwinger functional. It contains quantum corrections which might
induce new couplings. This is depicted for the exemplary ϕ4 theory in Fig. 1.3. The external legs are
soft and the internal propagating particles are hard modes. In general any kind of new coupling which
respects the symmetry of the underlying theory is produced. When there is a controlled expansion as
e.g. in perturbation theory it might be possible to neglect these new couplings as the corresponding
contributions are of higher order in the expansion. For strongly coupled systems this simplification is not
valid. We will come back to this point in section 1.5.

This procedure of integrating out the quantum fluctuations of the hard modes within the momentum
shell might be performed iteratively, which finally results in a complete integration of all modes. The
advantage of this procedure above the one described in the previous subsection is that the couplings are
modified successively which circumvents the problem of subtracting divergences to get a finite result.

Another step in the previous subsection was the rescaling which shall be performed here as well. For the
sake of definiteness let us perform this rescaling at the example of the massless ϕ4 theory discussed in
the previous subsection. The classical action (1.32) receives quantum corrections and the new action in
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the exponent can be written down and rescaled as follows,

S Λ′ =

∫
ddp

(2π)d

[
p2

2
(1 + ∆Z) +

∆m2

2

]
ϕ(p)ϕ(−p)

+
λ + ∆λ

4!

∫
ddp1

(2π)d

∫
ddp2

(2π)d

∫
ddp3

(2π)d ϕ(p1)ϕ(p2)ϕ(p3)ϕ(−p1 − p2 − p3) + . . .

=

∫
ddp′

(2π)d

[
p′2

2
+

m′2

2

]
ϕ′(p′)ϕ′(−p′)

+
λ′

4!

∫ ddp′1
(2π)d

∫ ddp′2
(2π)d

∫ ddp′3
(2π)d ϕ

′(p′1)ϕ′(p′2)ϕ′(p′3)ϕ′(−p′1 − p′2 − p′3) + . . .

(1.59)

Here, ∆Z,∆m2 and ∆λ denote the corrections and the ellipses indicate further terms which might be
produced but shall not be considered in the following. In the second equality we rescaled the momenta,
fields and couplings according to their dimensions as

p′ =p
Λ

Λ′
, ϕ′(p′) =

(
Λ

Λ′

)dφ−d √
1 + ∆Z ϕ(p) ,

m′2 =

(
Λ

Λ′

)2

(1 + ∆Z)−1 ∆m2 , λ′ =

(
Λ

Λ′

)[λ]
λ + ∆λ

(1 + ∆Z)2 . (1.60)

Comparing the definition of λ′ with the renormalized coupling of the previous subsection (1.38) one
realizes that the renormalization of the fields is included here as well (in the correction ∆Z). After
integrating out the hard modes and rescaling the fields and couplings the generating functional (1.55)
obtains the same form but the classical action in the exponent is replaced by a modified version (1.59).
The latter is called Wilsonian effective action and is related to the Schwinger functional and connected
diagrams. Thus, it should not be confused with the effective action Γ related to 1PI diagrams. An
explicit evaluation of ∆Z at one-loop order shall be left as an exercise and can be done analogously to
the evaluation of ∆λ presented in Appendix 2.2. One finds

∆Z = 0 , ∆λ = −3
2
λ2

∫
ddp̂

(2π)d

1
( p̂2)2 , (1.61)

where we neglected the external momenta Qi corresponding to the soft modes in comparison to the
momenta of the hard modes, p̂. This contribution to λ is reminiscent of the results obtained in the
previous subsection and corresponds to the second diagram in the second line of Fig. 1.3 with momenta
Λ′2 < p̂2 < Λ2 running in the loop.
Now let us finalize the comparison to the perturbative renormalization by investigating the change of the
coupling more closely. We find

λ′ − λ
Λ′ − Λ

=
1

Λ′ − Λ




(

Λ

Λ′

)[λ]

− 1

 λ −
3λ2

16π2

(
Λ

Λ′

)[λ]

ln
(

Λ

Λ′

) . (1.62)

In order to compare our findings to the perturbative calculation we consider a logarithmic, infinitesimal
change by considering the limit Λ′ → Λ. For convenience, we introduce a parameter t describing the
rescaling via Λ′ = t Λ reminiscent of the one in the previous subsection. The result reads

Λ lim
Λ′→Λ

λ′ − λ
Λ′ − Λ

= lim
t→1

1
t − 1

{[
t−[λ] − 1

]
λ +

3λ2

16π2 t−[λ] ln (t)
}

= −[λ]λ +
3λ2

16π2 . (1.63)
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This is exactly the running coupling obtained for perturbative renormalization in (1.53) with a dimen-
sional part and the loop correction. Going beyond the 1-loop approximation would result in ∆Z , 0 and
thus give the last contribution due to the field renormalization.
Before we introduce the functional renormalization group as a specific implementation of the Wilsonian
viewpoint on renormalization let us summarize this subsection and highlight again the relation to the
perturbative renormalization in the previous subsection. We started to integrate the quantum fluctuations
appearing in loops not all at once but to integrate them momentum shell by momentum shell. This
allowed us to circumvent the subtraction of divergences. After such a momentum-shell integration we
renormalized the fields and rescaled the theory in order to obtain a path integral with the same form as
before the integration which allowed for a comparison of the action in the exponent. The integration
of the hard modes not only results in a change of the existing couplings but also introduces in general
all new couplings which satisfy the symmetry of the underlying theory. The combination of these three
steps, integration, field renormalization and rescaling, is called a renormalization group step. Making
this step infinitesimally small we can investigate the logarithmic change of couplings within a differential
equation describing the running coupling. Using perturbative arguments, i.e. neglecting higher orders in
the coupling, we have derived such a flow equation for the scalar theory (1.63) and obtained the result
of the previous subsection (1.53). The latter as well describes the change of the couplings with the scale
but was obtained with a detour to the scale µ defined at the renormalization point.
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1.4 Functional Renormalization Group Equations

Within this section, the discussion will be based on the effective action Γ[φ] which has been explained
in the previous sections to be the fundamental quantity in functional approaches. In the standard mo-
mentum setting, we initiate the theory at hand at a high momentum scale k = Λ where the theory is well
described by its microscopic degrees of freedom. Then, the microscopic action S [φ] = Γk=Λ[φ] suppos-
edly includes the physics at this momentum scale and the propagation of modes with momenta below
this scale, p2 . k2 = Λ2, is suppressed. Following the Wilsonian idea of renormalization and lowering
the scale k infinitesimally, the physics of the momentum shell p2 ∈ [(Λ − δk)2,Λ2] is included and the
theory is described by the effective average action Γk=Λ−δk[φ]. Therefore, the effects of the quantum fluc-
tuation in the momentum shell are encoded in the change of the microscopic action S [φ] = Γk=Λ[φ] to the
effective average action Γk[φ] at the scale k = Λ − δk. This procedure can be repeated iteratively to find
the effective average action Γk[φ] incorporating the quantum fluctuations with momenta k2 < p2 < Λ2.
Integrating out all quantum fluctuations, meaning k → 0, finally leaves us with the full quantum effective
action Γ[φ]. A pictorial representation of this iteration is given in Fig. 1.4. For the time being we will
concentrate on the integration of quantum fluctuations and leave aside the field renormalization and the
rescaling discussed in the previous section. We will come back to this in section ??.
The aforementioned infinitesimal change of Γk[φ] can be extracted from the flow ∂kΓk[φ]. As we will
show in the following, the latter can be written down in a simple closed form which only involves φ
derivatives of Γk[φ]. Therefore, in an FRG setting the theory is defined by specifying the initial effective
(or bare) action at a high momentum scale Λ and a flow equation, ∂kΓk[φ]. This is in one-to-one corre-
spondence to the functional DSE setting, where the theory is defined by specifying the classical action
and the DSEs for the n-point functions Γ(n)[φ]. Both functional procedures are formally equivalent to a
definition of the theory via a (suitably discretized version of the) path integral.
As promised above we will now derive an explicit form for the flow equation. To start with, we write
down the generating functional, modified by the introduction of a scale k, discriminating between high-
momentum fluctuations (p2 & k2) and low-momentum fluctuations (p2 . k2). As explained above, the
latter shall be suppressed. Thus, we write

Zk[J] �
∫

[dϕ]ren,p2&k2 exp
(
−S [ϕ] +

∫
ddx J(x)ϕ(x)

)
. (1.64)

However, this is just a very abstract way of implementing the Wilsonian idea. The suppression of modes
with momenta p2 . k2 can be implemented explicitly by defining the scale-dependent renormalised
integration measure as

∫
[dϕ]ren,p2&k2 =

∫
[dϕ]ren exp (−∆S k[ϕ]) (1.65)
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Figure 1.4: Scale-dependent effective action Γk[φ], that is the full quantum effective action for physics
with momenta p2 & k2 (blue interval). The quantum physics of momenta p2 . k2 is not
included in Γk[φ], it serves as an effective classical or bare action for this regime (red interval).
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where the modification to the action, ∆S k, is given by

∆S k[ϕ] =
1
2

∫
ddp

(2π)d ϕ(p) Rk(p2)ϕ(−p) . (1.66)

Here we introduced a general regulator function Rk. Since the modification is quadratic in the fields it
can be interpreted as a momentum-dependent mass term with a mass proportional to the infrared scale k.
Therefore, the regulator Rk can be chosen such that modes with (p2 . k2) acquire a mass which leads to
a decoupling and thus enforces a suppression of these fluctuations.
With the infrared modification of the classical action, ∆S k[ϕ], the IR-regularised generating functional
Zk is given by

Zk[J] =

∫
[dϕ]ren exp

[
−S [ϕ] − ∆S k[ϕ] +

∫
ddx J(x)ϕ(x)

]
. (1.67)

Using this generalisation of the generating functional we can define the scale-dependent version of the
Schwinger functional as its logarithm viaWk = lnZk. Note that the Schwinger functional depending
on the scale k is related to the Wilsonian effective action which we encountered in the previous section.
Finally a modified Legendre transformation leads us to the scale dependent version of the effective action,
the scale-dependent effective action Γk which we already mentioned at the beginning of this section. This
modified Legendre transformation takes care of the regulator insertion ∆S k and reads

Γk[φ] = sup
J

{∫
ddx J(x) φ(x) −Wk[J]

}
− ∆S k[φ] . (1.68)

The scale-dependent effective action has a integro-differental path integral representation similar to that
of the full effective action derived in section 1.1, (1.16). It reads

e−Γk[φ] =

∫
[dϕ]ren exp

{
−S [ϕ + φ] +

∫
ddxϕ(x)

δΓk[φ]
δφ(x)

− ∆S k[ϕ]
}
. (1.69)

The structure is the same as in (1.16) at the end of section 1.1 with S → S + ∆S k. This representation
is very useful to discuss the limits of Γk in k. With the limits under control, an infinitesimal k step from
k → k − ∆k, that is ∂kΓk, as indicated in Fig. 1.4 resolves the full k-trajectory and hence the full effective
action.
As we explained in the beginning of this section the Wilsonian idea of renormalization considers a
starting point at some high energy scale Λ, where all quantum fluctuations are suppressed and the theory
is described by the classical action S [φ]. Since the suppression of modes within the FRG framework is
obtained with the scale-dependent mass (the regulator) we have to use a diverging Rk in the limit k → ∞.
Since the regulator insertion ∆S k in (1.66) is quadratic in the field it behaves as a delta function ∼ δ[ϕ] in
this case. This singles out the classical field configuration as the argument of the classical action under
the path integral on the right hand side of (1.69). Accordingly, if the path integral is a well-defined object
by itself, we would end up with the desired behaviour Γk→Λ→∞[φ] = S [φ]. Strictly speaking this limit
has to be defined by an appropriate block spinning procedure, and in general does not lead to the classical
action, but an action which is given by all UV-relevant operators not forbidden by symmetry arguments.
As this is most easily seen by using the explicit expression for ∂kΓ, we postpone the respective discussion.
On the other hand, as explained at the beginning of the section, the modification term to the action is
supposed to leave us with the full quantum effective action, if we choose the momentum regulator scale
k = 0. This can be achieved by the requirement

∆S k→0 → 0 . (1.70)

With this limit the scale-dependent generating functional (1.67) becomes the ordinary generating func-
tional and the same holds true for the scale-dependent version of the Schwinger functional. Since the
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Figure 1.5: Possible choices for the regulator functions that do not modify UV modes and
suppress IR modes. The depicted regulators are smeared Heaviside functions
Rk
k2 = 1 −

[
1 + exp[−c(2p2/k2 − 1)]

]−1
with c = 10(20) for the dashed (solid) curve.

modification of the Legendre transformation (??) vanishes we finally end up with the limit Γk→0[φ] =

Γ[φ] which we searched for.
Let us summarise the requirements for the regulator in a more mathematical language. To that end we
consider the dimensionless version of the regulator, Rk(p)/k2 as well as the dimensionless momentum
y = p2/k2. Then, in the absense of additional scales in the dimensionless regulator is a function of y. For
the present scalar theory we have

Rk(p2) = p2 rk(y) with y =
p2

k2 , (1.71)

and hence Rk/k2(y) = y rk(y). Note that rk is a dimensionless function and typically does not depend on
k, the subscript k is mere tradition and may be dropped. Moreover, we have taken the simplest choice for
the prefactor, the classical dispersion p2. This choice is up to us and we may also take the full qunatum
dispersions, more details concerning these choices can be found in ??. The formulation in dimensionless
momenta allows us to discuss the infrared and ultraviolet limits in a concise way.

(i) Suppression of momentum modes with p2 . k2:

lim
y→0

y rk(y) > 0 , (1.72a)

typically we have Rk(0)/k2 = 1, the infrared regulator mass is k2, and Rk(k2/2)/(k2/2) = 1/2, the
infrared suppression with the regulator gets effective at p2 = k2/2.

(ii) Full ultraviolet quantum physics of momentum modes with p2 � k2:

lim
y→∞ y rk(y) = 0 , (1.72b)

In Fig. 1.5 a sketch of a possible regulator is given. Note that the choice of the regulator function Rk is
not unique, which is indicated in Fig. 1.5 by the dashed curve. In fact, it can be chosen at will, as long
as the conditions (i) and (ii) are satisfied. Condition (i) als entails that for k → ∞ all modes in the theory
are suppressed and the path integral gets trivial.
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In most cases we shall use regulators with Rk(p2 = k2/2) = k2/2, see Fig. 1.5, which defines the scale at
which the suppression of modes induced from the regulator grows large. Note however, that the effective
cutoff scales rather is p2 = k2, as the full dispersion p2 +Rk(p2) below this scale gets flat. This discussion
is alrady a hint that the running cutoff scale k should not be identitifed directly with the physical infrared
cutoff scale kphys. In general ons should keep in mind that kphys is related but not identical with the scale
k in the regulator.
Although we are free to choose a regulator, the physics of a system does not depend on this choice since
it is extracted at k = 0. For the benefit of the reader we quote some frequently used regulators,

Litim cutoff: rk(y) =

(
1
y
− 1

)
Θ(1 − y) ,

exponential cutoff: rk(y) =
1

exp(cyb) − 1
,

sharp cutoff: rk(y) =
1

Θ(y − 1)
− 1 ,

Callan-Symanzik cutoff: rk(y) =
1
y
, (1.73)

with Θ(x) being the Heaviside step function and c, b being parameters to be chosen by hand. Each
regulator has its advantages and its drawbacks. The Litim regulator will be discussed in more detail in
section ?? and we should mention at least that the exponential regulator is very well suited for numerical
implementations. The sharp cutoff implements explicitly the Wilsonian idea of momentum shell-wise
integration. The soft modes (y < 1) become infinitely heavy and decouple while the hard modes (y >

1) do not receive any modifications and are integrated out. Finally the Callan-Symanzik cutoff is an
additional mass Rk(p2) = k2 and leads to the Callan-Symanzik equation [7, 8, 9].
Note also that the Callan-Symanzik equation is formally different from the other regulator choices, as it
describes the change of a fundamental relevant operator in the theory. This is reflected by the fact that
it does not satisfy the condition (ii), (1.72b). Accordingly, a change in k then changes the theory and its
renormalisation as it changes the mass. In turn, a momentum-local modification with (1.72b) integrates
out degrees of freedom in a given theory, the UV renormalisation is not affected by this. Interestingly, the
more general modifications have been briefly discussed in [8, 9], which anyway gives an impressively
modern account of functional flow equations. Despite this deficiencies of the Callan-Symanzik regulator
it is an interesting choice as it does not affect directly local symmetries.
Far more general cutoff choice have been considered in the literature for specific purposes as well as for
studies of the regulator dependences of the results. For example, in [10] a so-called compactly supported
smooth regulator function was introduced which reproduces various well established regulators in certain
limits of its parameters. In chapter ?? we shall come back to this issue.
In summary this leaves us with the following situation: For large cutoffs k → Λ with Λ being far larger
than any physics scale, the effective action Γk tends towards the classical action or rather the UV-relevant
part of the effective action. In renormalisable or more precisely asmyptotically free theories this is a
simple well-defined input. In turn, for k → 0 we arrive at the full effective action Γ = Γ0. Accordingly,
with a well-defined initial condition and the flow ∂kΓk we can solve the theory.
Before we derive the flow equation, we briefly discuss the finiteness of the expressions dealt with here.
So far we have used formal path integral manipulations. While we can always -implicitly- resort to a
regularised version of the path integral so far indicated with [dϕ]ren, the potential interference of the
additional regularisation with the underlying implicit regularisation calls for some caution. This fact is
very apparent for the Callan-Symanzik regulator discussed above, but the issue is also present in the
general case.
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To avoid any of these subtleties we resort to a bootstrap approach: Assume for the time being that
the theory is well-defined, and allows for the definition of a well-defined generating functional. More
formally we have

(1) Z[J] is a finite, renormalised generating functional of the finite, renormalised correlation functions
Gn = 〈ϕ(x1) · · ·ϕ(xn)〉.

(2) It is differentiable, δn/δJnZ exists for all n.

The property (1) is nothing but the existence of the quantum theory under considerations in terms of the
correlation functions Gn. Note that we could even take a field ϕ which is not the fundamental field, see
[6]. Property (2) implies that the field variable ϕ is a globally well-defined choice for a field. Note that
this question is potentially relevant in theories where the effective degrees of freedom differ greatly from
the fundamental fields.
With the properties (1) and (2) we are in the position to define the infrared regularised generating func-
tional Zk with

Zk[J] = e−∆S k[ δ
δJ ]Z[J] . (1.74)

Using the path integral representation (1.2) for Z[J] by ignoring the renormalisation subtleties, and ap-
plying the relation

e−∆S k[ δ
δJ ] e

∫
dd x J(x)ϕ(x) = e−∆S k[ϕ] e

∫
dd x J(x)ϕ(x) (1.75)

we arrive at (1.67). However, in view of renormalisation subtleties the representation (1.74) is advanta-
geous as it disentagles the k-dependence and the underlying UV-renormalisation of the theory. Moreover,
for the derivation of symmetry identities and further algebraic relations and constraints (1.74) is very
well-suited.
Now we proceed with the derivation of the flow equation. The logarithmic scale derivative of the gener-
ating functional is given by

k∂kZk[J] = − 1
2

∆S k[
δ

δJ
] e−∆S k[ δ

δJ ]Z[J]︸          ︷︷          ︸
Zk[J]

= − 1
2

∫
dd p

(2π)d

δ

δJ(p)

[
∂kRk(p2)

] δ

δJ(−p)
Zk[J] . (1.76)

This leads us to the final flow equation for the generating functional Z,

k∂kZk[J] = − 1
2

∫
dd p

(2π)d

δ2Zk[J]
δJ(p)δJ(−p)

∂kRk(p2) . (1.77)

Eq. (1.77) is a closed functional integro-differential equation for J and resembles closely the heat equa-
tion with the Laplacian δ2/δJ2. In terms of correlation functions it reads

k ∂kZk[J] = −〈k ∂k∆S k[ϕ]〉Zk[J] . (1.78)

Note also that the flow (1.77) is a generalised Callan-Symanzik equation, [7, 8, 9]. The latter has been
derived with The Callan-Symanzik regulator Rk(p2) = k2, see (1.73).
From the flow of the generating functional Zk that of the Schwinger functional Wk = lnZk follows
immediately. We simply need

∂kWk =
1
Zk

∂kZk ,
1

Zl[J]
Z(2)

k [J] =W(2)
k [J] + (W(1)

k [J])2 . (1.79)
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Inserting (1.79) in (1.77) leads us directly to

∂tWk[J] = −1
2

∫
ddp

(2π)d

[
W(2)

k [J] +
(
W(1)

k [J]
)2

]
∂tRk(p2) , t = ln k/kref . (1.80)

In (1.80) we have introduced the RG-time t with some reference scale kref . The standard choice for kref is
the initial UV cutoff Λ or some pyhsics scale such as the mass gap of the theory. In QCD it is suggestive
to use ΛUV. Eq. (1.80) is related to the Polchinski equation for the Wilson effective action. The latter
generates amputated connected correlation functions and is obtained from the Schwinger functional with
J ' Pφ, where P is the classical dispersion and φ is the Wilsonian (infrared) field, for more details see
[6] and references therein.
Finally we aim at the effecive action Γk defined in (1.68) as the modified Legendre transform ofWk. We
take the t-derivative of the right hand side of (1.68) and find

∂tΓk[φ] =

∫
ddx ∂t J(x) φ(x) − ∂tWk[J] −

∫
ddx

δWk

δJ(x)
∂t J(x) − ∂t∆S k[φ]

=
1
2

Tr
(
Gk + 〈ϕ〉2

)
∂tRk − ∂t∆S k[φ] =

1
2

Tr Gk ∂tRk . (1.81)

where Gk is the full propagator,

Gk =W(2)
k =

1
Γ2

k + Rk
. (1.82)

In (1.81) we used (1.6) to find that the first and the third term on the right hand side of the first line are
equal (up to a sign). The insertion of (1.80) then leads to the second line. Eq. (1.82) can be used to
express the full scale-dependent propagator in terms of the effective action. Using (1.82) in (1.81) leads
us to the Wetterich equation [11],

∂tΓk[φ] =
1
2

Tr
1

Γ
(2)
k + Rk

∂tRk =
1
2

∫
ddp

(2π)d

1

Γ
(2)
k (p,−p) + Rk(p2)

∂tRk(p2) . (1.83)
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Figure 1.6: The regulator function depicted in Fig. 1.5 and its derivative with respect to the RG time
t = ln(k/k0).
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Beginning of the 90ties groups have been working on functional renormalisation group equations for
the different manifestations of the generating functionals. In the context of the flow equation for the
scale-dependent effective action, (1.83), we would like to mention the work of Bonini, D’Attanasio
and Marchesini [12] where essentially this equation was derived independently and shortly after [11].
Further initial development has been achieved by Ellwanger [13], Morris [14] and Becchi [15]. The
Wegner-Houghton equation of the seminal paper [16] is obtained from (1.83) with the sharp cutoff given
in (1.73). The Callan-Symanzik equation in the form Symanzik introduced, [8, 9], is nothing but (1.83)
with Rk = k2. There also more general choice are briefly mentioned. More details and references can be
found in [6].
The general form of the cutoff introduced in [11] has finally allowed for multifaceted applications of
these kind of flow equations. Eq. (1.83) is the central tool of these notes and therefore we summarise
its most important features before proceeding with the discussion of practical issues as diagrammatic
representation and applications.
Recapitulating the properties of the regulator function and inspecting the structure of (1.83) one realizes
the following facts:

∗ The flow of the effective average action Γk is regulator-dependent. However the effective action
Γk→0 does not depend on the regulator since the latter vanishes at low energies.

∗ During the flow all possible interaction terms in accord with the symmetries are produced. There-
fore Γk contains an infinite sum of terms. Most practical applications then require a truncation of
this infinite sum, as discussed in the following section.

∗ Finiteness for the flow equation of the 1PI effective action in the UV as well as in the IR is guar-
anteed by the limits of the regulator function. This can be seen from

1

Γ
(2)
k [φc] + Rk(p2)

p2/k2→0−−−−−−−→ 1

Γ
(2)
k [φc] + k2

,
1

Γ
(2)
k [φ] + Rk(p2)

∂tRk(p2)
p2/k2→∞−−−−−−−→ 0 .

(1.84)

∗ The regulator may break symmetries, and in particular gauge symmetries. Relevant examples are

(a) chiral symmetry

(b) Lorentz symmetry

(c) non-Abelian gauge symmetry in Quantum Chromodynamics

(d) diffeomorphism invariance in gravity.

If these symmetries are assumed to hold on the quantum level its conservation during the flow
has to be realized separately. This can be done with modified Ward-Takahashi or Slavnov-Taylor
identities as detailed in section ?? or with the background field method introduced in subsection
??. The latter method will then be used in chapter ?? within QCD and in chapter ?? in the context
of Quantum Einstein Gravity.

∗ The flow equation for the scale-dependent effective action Γk[φ] together with the initial condition
ΓΛ[φ] at the cutoff scale k = Λ provides the definition of the quantum field theory in terms of the
effective action Γk→0. In the presence of a Gaussian or non-Gaussian ultraviolet fixed point the UV
cutoff can be taken to infinity, Λ → ∞. In these cases the respective theory is globally defined up
to arbitrary high energy scales. While in QCD this scenario is ensured due to asymptotic freedom
(Gaussian fixed point), this is the idea underyling the Asymptotic Safety scenario, [17]. The latter
is discussed in chapter ??.
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Figure 1.7: Upper panel: Diagrammatic representation of the Wetterich equation (1.83).
Lower panel: Diagrammatic representation of the flow equation for the two-point function.

In order to get a better understanding of the important equation (1.83) we can depict it in a diagrammatic
way as shown in the upper panel of Fig. 1.7. We use the line with a filled circle for the full propaga-
tor (Γ(2)

k + Rk)−1 (not to be confused with the one used within the DSEs) and introduced the regulator
insertion ∂tRk with a crossed circle. Notably, (1.83), is an exact equation with a one-loop structure in
contradistinction to the DSE, see also the diagrammatic representations of the FRG, Fig. 1.7, and DSE,
Fig. 1.2, respectively. The flow equation for any n-point function can be obtained by taking the n-th
derivative of the Wetterich equation with respect to the fields. As an example the diagrammatic equation
for the two-point function is given in the lower panel of Fig. 1.7. Realising the fact that classical propa-
gators and vertices do not appear we will drop the blobs in most diagrammatic representations to indicate
the dressed quantities in the following. There is no need for distinction in contrast to the diagrammatic
representation of the DSEs where we have dressed and bare quantities and in consequence have to make
clear which quantities are involved.
Before we go on to the practical issues like truncation schemes in the following sections let us briefly
compare the discussion of this section to the one of the previous section 1.3. The attentive reader still
waits for the field renormalization and rescaling performed in the previous section but ignored so far
within the FRG framework. Here, we will not go into the details and refer the interested reader to e.g.
[6, 18, 19]. Instead, we will use the observation made in (1.54). Having obtained the flow equation
for a coupling extracted from the Wetterich equation one can obtain the running which accounts for
the correct field redefinition and rescaling by applying the scale derivative to the coupling modified by a
suitable power of the RG scale k (according to the couplings dimension) and a suitable power of the wave
function renormalization (according to the number of fields involved in the corresponding interaction).
We will come back to this issue during the discussion of renormalization group fixed points in section
??.
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1.5 Truncation schemes

Summarizing the last section, we have seen that a theory at a given scale k can be described by the
effective average action Γk[φ]. The latter one interpolates between the classical action S [φ] at high
energies k → ∞ and the full quantum effective action Γ[φ] at low energies k → 0. This interpolation is
described by the Wetterich equation (1.83). While integrating out the quantum fluctuations, which means
flowing from high to low energies, new couplings might be produced which have to be added to those
present at the classical level.3 Thus the effective average action consists of all combinations of the fields
and their derivatives which satisfy the underlying symmetries of the theory. 4 In a very abstract way we
can write

Γk[φ] =
∑

n

gn On[φ, ∂µφ] (1.85)

where gn are the coupling constants andOn are operators constructed from the fields and their derivatives.
Since we have to deal with an infinite sum we cannot solve the Wetterich equation at once. Although the
latter is an exact equation we have to truncate it in order to make it numerically (or even analytically)
accessible. This is the main and most important approximation used within the FRG framework.
According to (1.85), Γk depends on the coupling constants, the fields and their derivatives. This already
suggests three truncations schemes:

1. An expansion in the coupling constants which translates into a loop expansion is related to ordinary
perturbation theory.

2. An expansion in powers of the fields is called a vertex expansion.

3. The derivative expansion sorts the terms in Γk according to their numbers of derivatives.

Within the rest of the section we explain these three truncation schemes in general and afterwards discuss
all of them at the example of a zero-dimensional toy model.

1.5.1 Loop Expansion

Renormalized perturbation theory to any order can be easily computed from the flow equation within an
iterative procedure. This approach is also amiable towards computer-algebra implementation and is a
simple way to generate perturbative 1PI diagrams to any order including the combinatorial factors. Here
we illustrate this at one-loop and two-loop perturbation theory. See [20] for more details.
First, we write the effective action within a loop expansion

Γ
N−loop
k = S +

N∑

n=1

∆Γ
n−loop
k , Γk = lim

N→∞
Γ

N−loop
k (1.86)

where S is the classical action and ∆Γ
n−loop
k comprises the quantum corrections at n-th loop order. Let us

consider our simple exemplary scalar theory. Inserting the ansatz (1.86) into the Wetterich equation and
restricting to one-loop order we find

∂tΓ
1−loop
k [φ] =

1
2

Tr
1

Γ
(2)
k [φ] + Rk

∂tRk

∣∣∣∣∣∣∣
1−loop

=
1
2

Tr
1

S (2)[φ] + Rk
∂tRk =

1
2

Tr
(
∂t ln

[
S (2)[φ] + Rk

])
.

(1.87)

3In terms of the simple scalar theory this will be discussed in subsection 1.5.2.
4Actually, this is only true as long as the regulator is symmetric. For more details see the discussion of the modified Ward-

Takahashi identity, (??), in section ??.
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We have dropped all quantum corrections in Γ
(2)
k on the right hand side of (1.87) as they contribute

only to higher loop orders. The reason for that is the fact that the Wetterich equation itself has a one-loop
structure. This can be seen immediately since the trace contributes only a one-loop integration and further
loops, which might appear within the expansion (1.86), are neglected. Note also that in general the trace
Tr and the cutoff derivative ∂t do not commute, as Tr ln(S (2) + Rk) requires a UV-renormalization, while
the expression in (1.87) is finite. This already hints at the fact that the t-integration together with the
initial effective action ΓΛ provides for the UV-renormalisation.
Now we integrate (1.87) over momentum from a fixed cutoff Λ down to the momentum shell with mo-
mentum k to gain

Γ
1−loop
k [φ] =

1
2

Tr
{
ln

(
S (2)[φ] + Rk

)
− ln

(
S (2)[φ] + RΛ

)}
+ Γ

1−loop
Λ

[φ] . (1.88)

Note that only the trace of the difference in (1.88) is finite. The second term under the trace at k = Λ

is nothing but the subtraction term that renders the effective action finite. It is reminiscent of the Pauli-
Villars regularization where a divergent diagram is made finite by subtracting the same diagram with the
particle’s propagator replaced by the one of a fictitious heavy particle.
Fixing now k = 0 we can use the fact that the regulator Rk vanishes at k = 0 and evaluate the derivative
of (1.88) with respect to Λ to find

Λ∂ΛΓ1−loop = Λ∂ΛΓ
1−loop
Λ

− 1
2

Tr
1

S (2) + RΛ

Λ∂ΛRΛ . (1.89)

The right hand side of Eq. (1.89) vanishes due to the flow equation for Γ
1−loop
Λ

. This shows the cutoff

independence of the one-loop effective action, Γ1−loop. According to (1.88) the latter one is given as

Γ1−loop[φ] =
1
2

Tr
{
ln

(
S (2)[φ]

)
− ln

(
S (2)[φ] + RΛ

)}
+ Γ

1−loop
Λ

[φ] . (1.90)

and carries no dependence on Λ due to (1.89). Thus, the limit Λ→ ∞ can be taken.
In order to obtain a flow equation within the two-loop approximation we have to take into account the
one-loop quantum correction ∆Γ

1−loop
k of our expansion (1.86) on the right hand side of the flow equation

(1.83):

∂tΓ
2−loop
k [φ] = ∂tΓ

1−loop
k [φ] + ∂t∆Γ

2−loop
k [φ]

=
1
2

Tr
1

Γ
(2)
k [φ] + Rk

Ṙk

∣∣∣∣∣∣∣
2−loop

=
1
2

Tr
1

S (2)[φ] + ∆Γ
1−loop (2)
k [φ] + Rk

Ṙk

∣∣∣∣∣∣∣
2−loop

=
1
2

Tr
1

S (2)[φ] + Rk
Ṙk − 1

2
Tr

1
S (2)[φ] + Rk

∆Γ
1−loop (2)
k [φ]

1
S (2)[φ] + Rk

Ṙk . (1.91)

Note that the first part in the last line comprises ∂tΓ
1−loop
k , and the second part includes the two-loop term.

For the computation of (1.91) we need ∆Γ
1−loop (2)
k which can be derived from (1.88) by taking two field

derivatives. We arrive at

∆Γ
1−loop (2)
k =

1
2

(
Tr

1
S (2) + Rk

S (4) − Tr
1

S (2) + Rk
S (3) 1

S (2) + Rk
S (3)

)k

Λ

+ ∆Γ
1−loop (2)
Λ

, (1.92)

and a graphical representation of (1.92) is depicted in Fig. 1.8. Inserting this result into (1.91) we obtain
a flow equation which can be integrated from a cutoff scale Λ down to k = 0. With this we obtain
the sought-after Γ2−loop. As in the one-loop case the initial effective action has a two-loop contribution
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Γ
(2)
k,1−loop − Γ
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k

Figure 1.8: Upper panel: Graphical representation of (1.92).
Lower panel: Graphical representation of the subtracted diagrams (double lines). The scale
dependence of the perturbative propagator (full line) is due to the regulator term Rk, hence
the index k or Λ.

Γ
2−loop
Λ

whose Λ-dependence cancels that of the integrated flow. This is guaranteed by ΓΛ satisfying the
flow equation (1.83) leading to

Λ∂ΛΓ[φ] = 0 , (1.93)

that is RG-consistency of the theory, the independence of the UV cutoff Λ.
The above procedure is reminiscent of the formalism invented by Bogoliubov, Parasiuk, Hepp and Zim-
mermann (BPHZ) allowing for rigorous proofs of perturbative renormalizability. First, the divergences
appearing in subgraphs are healed in (1.92) as depicted in Fig. 1.8. The finite result is then replacing
the divergent subgraph and the full two-loop contribution can be healed with appropriate subtractions
(integrated version of (1.91)). It is a more general procedure than the original BPHZ renormalization as
the subtractions carry a general momentum and field dependence.
This already indicates that the comparison of RG-schemes as induced by the functional renormalisation
group, and standard perturbative schemes such as the MS-scheme or lattice RG-schemes is in general
difficult. A detailed discussion of this issue goes beyond the scope of this lecture course, for details see
e.g. [21, 22, 23, 20, 6, 18, 24] and literature therein.

1.5.2 Vertex Expansion

Within the last subsection we have seen that the Wetterich equation and its evaluation can be reduced
to the well-known perturbative treatment, i.e. an expansion which works very well for small couplings.
However, the strength of the Wetterich equation is not limited to the weak-coupling regime. In order to
profit from this fact we will now discuss an alternative truncation, the so-called vertex expansion.
In the vertex-expansion scheme, the effective average action Γk is expanded in the number of external
fields, n. Considering again our simple scalar example and expanding about a general background field
φ̄(x) leads to

Γk[φ] =

∞∑

n=0

1
n!

∫
ddx1 . . . ddxn Γ

(n)
k [φ̄](x1, . . . , xn)

(
φ(x1) − φ̄(x1)

)
. . .

(
φ(xn) − φ̄(xn)

)
, (1.94)
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with the 1PI vertices Γ
(n)
k [φ̄]. Note that in a Z2-symmetric theory (invariance under φ → −φ) all odd

vertices vanish identically if evaluated on a vanishing background. During the flow no φ-odd terms will
be generated. More details on symmetries and flow equations can be found in section ??. Very often the
vertex expansion is done in momentum space. In this case the fields depend on momenta p instead of
spacetime points x. Therefore the 1PI vertices Γ(n)(p1, . . . , pn−1) will depend on (n − 1) momenta where
the momentum conservation is already taken into account. Thus, the two-point vertex for example carries
the full momentum dependence of the propagator. In other words, The vertex expansion is the expansion
scheme most suitable for the investigation of momentum dependencies of correlation functions.
Employing the expansion (1.94) for the left and right hand side of the Wetterich equation, (1.83), we end
up with a tower of coupled differential equations for the 1PI n-point vertices, with n = 0, 1, . . . ,∞. The
first equations of that tower read

∂tΓ
(0)
k [φ̄] =

1
2

Tr
1

Γ
(2)
k + Rk

Ṙk ,

∂tΓ
(1)
k [φ̄] = − 1

2
Tr

1

Γ
(2)
k + Rk

Γ
(3)
k

1

Γ
(2)
k + Rk

Ṙk ,

∂tΓ
(2)
k [φ̄] = − 1

2
Tr

1

Γ
(2)
k + Rk

Γ
(4)
k

1

Γ
(2)
k + Rk

Ṙk + Tr
1

Γ
(2)
k + Rk

Γ
(3)
k

1

Γ
(2)
k + Rk

Γ
(3)
k

1

Γ
(2)
k + Rk

Ṙk ,

...
... (1.95)

where a pictorial representation of the third line can be found in the lower panel of Fig. 1.7. This tower
of coupled differential equations is reminiscent of the tower of DSEs discussed in section 1.2. Similar to
the situation encountered there we can see in (1.95) that the flow equation for the 1PI n-point function
depends on the 1PI (n + 2)-point function. Despite the similarities of DSE and FRG there are also
relevant differences in terms of the resumamtion schemes induced within a certain approximation to the
effective action: First of all the coupled FRG-tower (1.95) ins one-loop exact and only depends on fully
dressed vertices and propagators Γ(n). Moreover it does not require any UV-renormalisation as discussed
before. The price to pay for these features is the dependence on the RG-time t, in its integrated form
(over t) the FRG can indeed be understood as a d + 1 dimensional one-loop exact DSE. Still, also in its
d + 1-dimensional DSE form, the UV-renormalisation is already taken care of.
Of ocurse this does not help to solve the infinite tower and thus the set of flow equations has to be
truncated. This can be either done by dropping all the higher vertices, relating them to lower ones by
means of symmetry relations, or using some initial k-independent value. In all these cases the generation
of new terms during the flow (see footnote 3) has to be suppressed.
Most importantly in non-perturbative cases there is no small parameter involved in this or other system-
atic approximation schemes. This makes it hard to control the error of the approximation. A discussion
of the control of the systematic error is given in ??. Here we only mention that diagrams with higher or-
der vertices are usually phase-space suppressed. This phase space suppression is generically very strong,
but in case of resonant interactions and large density it may be delayed to even higher orders, or it may
even not be present for a subset of vertices. In QCD both scenarios are relevant: For low energies we
encounter resonant momentum channels in the four-quark interactions (scalar and pseudo-scalar) that
signal the onset of chiral symmetry breaking and hadronisation. Moreover, finite density QCD is one of
the most interesting applications of functional methods as they have no sign problem.

1.5.3 Derivative Expansion

A third, and commonly used, approximation scheme is the derivative expansion. In order to understand
the idea behind let us restate the Wetterich equation (1.83) in momentum-space notation and split its
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right hand side into two parts according to

∂tΓk[φ] =
1
2

∫

q2.k2

ddq
(2π)d

1

Γ
(2)
k + Rk

Ṙk +
1
2

∫

q2&k2

ddq
(2π)d

1

Γ
(2)
k + Rk

Ṙk . (1.96)

The regulator and its t-derivative have to decay for p2/k2 → ∞, see (1.72b), the second term can be
neglected as the integrand is Ṙk(q2) in the area q2 & k2. This suppression is more efficient the more rapid
Ṙk decays for q2/k2 → ∞. Note that the general functional optimisation criteria discussed in ?? require
rapidly decaying regulators.
Hence we are left with the first term in (1.96). Furthermore we restrict ourselves to fields that prope the
infrared regime of the theory. In momentum space this reads

φ(p2 & k2) ≈ 0 . (1.97)

Then Γ(2)[φ] is only probed for momenta p2 . k2. This can be made even more explicit by resorting to
the vertex expansion again and taking all external momenta p2

i . k2. Then, all momenta p in vertices
and propagators are restricted by k. Since p2 . k2 is the infrared-suppressed regime, we do not expect
large momentum dependences. Consequently an expansion about p2 = 0 should work well. This is the
derivative expansion.
Let us now discuss some of its properties within our standard the scalar example of a real scalar φ4-
theory. This theory has a Z2-symmetry under φ → −φ. The aforementioned expansion in powers of
momenta translates into an expansion in powers of derivatives. Thus we sort the terms appearing in the
effective average action accordingly. The first two orders are given by

Γk[φ] =

∫
ddx

(
Vk[ρ] +

1
2

Zk[ρ] ∂µφ ∂µφ + O(∂4)
)
, (1.98)

where we defined ρ = 1/2 φ2 for convenience. Using (1.98) the Wetterich equation again turns into a
tower of differential equations. The first two equations of this tower are the flow equations for the effec-
tive average potential Vk[ρ] (which becomes the effective potential for k → 0) and for the ρ-dependent
wave function renormalization Zk[ρ]. These read

∂tVk(ρ0) =
1

2Vold
Tr

1

Γ
(2)
k + Rk

Ṙk

∣∣∣∣∣∣∣
φ(x)=φ0

,

∂tZk(ρ0) =
1

2Vold

∂

∂p2


δ

δφ(−p)
δ

δφ(q)
Tr

1

Γ
(2)
k + Rk

Ṙk

∣∣∣∣∣∣∣
φ(x)=φ0,p=q


p=0

,

...
... (1.99)

where we restricted ourselves to the homogeneous case, φ(x) = φ0 = const and ρ0 = 1/2 φ2
0 and Vold

denotes the spacetime volume
∫
ddx. Note that this system of flow equations is coupled as well since Γ

(2)
k

on the right hand side contains arbitrary high orders in the derivative expansion.
In order to solve this system we have to truncate the series in (1.98) at some point. The frequently used
lowest order uses Zk[ρ] = 1 and neglects all higher order terms. It is called local potential approximation
(LPA). An O(N)- symmetric scalar field theory is discussed in detail for this approximation in appendix
2.3. Very often, as a higher order contribution a scale-dependent but field-independent wave function
renormalization Zk is considered. This approximation is called LPA’.
Let us for a moment stick to the effective average potential Vk[φ] and its limit for k → 0, the effective
potential V[φ]. One reason for the interest in them is their role as an important indicator for spontaneous
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Figure 1.9: The classical initial potential VΛ (upper panel) and the associated effective potential Vk=0
(lower panel) for a spontaneously broken symmetry (left hand side) and for unbroken sym-
metry (right hand side).

symmetry breaking. The number of minima depends on the theories phase, the symmetric or the sym-
metry broken one (for illustration see Fig. 1.9). To be more precise let us consider a classical potential
VΛ[φ] = 1

2 m2
Λ
φ2 +

λΛ

4! φ
4 with positive m2

Λ
and positive λΛ. A sketch of it is depicted in the upper right

plot of Fig. 1.9. Integrating out the quantum fluctuations i.e. lowering the scale k from k = Λ to k = 0 we
find the effective potential. Assuming the quantum fluctuations not to break the symmetry the effective
potential will have a similar form as the classical one (see lower right plot of Fig. 1.9). Now let assume
the symmetry to be broken spontaneously at k = Λ (see upper left plot in Fig. 1.9). What does the
effective potential will look like under the assumption, that the symmetry is not restored by the quantum
fluctuations? Using a constant background field φ0 at k = 0, the quantum EoM, (1.7), at vanishing source
field J(x) = 0 reduces to

δΓ[φ]
δφ(x)

= 0 ⇒ ∂Vk=0(φ0)
∂φ0

= 0 . (1.100)

As discussed below (1.7) the 1PI effective action reduces to the free energy in this case and therefore
represents an extensive quantity. Thus the effective potential Vk=0(φ0) has to be convex and it can be seen
as an analogue to the Maxwell construction for the thermodynamic free energy. Therefore the effective
potential flattens compared to the classical one in the symmetry broken phase (see lower left plot in
Fig. 1.9). This will be explained in more detail in the example in appendix 2.3.
This quick excursion to the effective average potential already shows that the derivative expansion is a
powerful tool for investigating symmetry breaking mechanisms and critical phenomena. This will be
used in chapter ?? e.g. when discussing spontaneous chiral symmetry breaking.
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1.5.4 Zero-Dimensional Toy Model

In the following we illustrate the different approximation and truncation schemes introduced above with
the help of a zero-dimensional toy-model quantum field theory, which was also discussed in [25, 26, 27].
The zero-dimensional theory lends itself as an example for a detailed discussion, since calculations can
be clearly laid out. Furthermore, since the full integrals are numerically solvable, we can compare the
results of the applied truncation strategies with the numerical result and therefrom estimate their quality.
Apart from that the toy model is interesting on its own rights as it can be thought of as a lattice gauge
theory defined at one lattice site, or a quantum-mechanical theory at high temperatures. A more detailed
explanation of these applications can be found in [25, 27].
As discussed in detail in section 1.4 the starting point of our investigation is the regulator-dependent
generating functional of the theory. The zero-dimensional toy model to be discussed here depends on a
scalar field ϕ (at one spacetime point) and satisfies the Z2 symmetry (invariance under ϕ → −ϕ). Note
that in zero dimensions the scale k can be compared with the regulator R trivially. Thus the regulator-
dependent generating functional reads

ZR(J) =

∫
dϕ exp

(
−S (ϕ) − 1

2 Rϕ2 + J ϕ
)
, with S (ϕ) =

1
2
ϕ2 +

λ

4!
ϕ4. (1.101)

The full generating functional, including all quantum fluctuations, is obtained at R = 0. Depending on
the source J it is numerically or even analytically (for J = 0) solvable. By Legendre transforming the
Schwinger functional WR(J) = ln(ZR(J)), we end up with the effective average action

ΓR(φ) = sup
J

(Jφ −WR(J)) − 1
2 R φ2, (1.102)

and the flow equation

∂RΓR = −∂RWR − ∂R
(

1
2 Rφ2

)
= 1

2

(
∂2
φΓR + R

)−1
. (1.103)

In order to solve the flow equation, we still need to specify the UV initial condition Γ(φ,R = Λ) and the
boundary conditions Γ(φ = ±∞,R). We will do so while discussing different truncation schemes in the
following subsections.

Iterative Solution

The first solution strategy encountered above was the loop expansion. Within zero dimensions there is
no propagation and therefore it is not straight forward to count loops. Nevertheless, one could reinstall
the ~ as a loop counting factor into the equations, which is not done here. Instead, we follow the strategy
detailed above, which turns into an iterative solution of the flow equation (1.103). We can use the
classical action in (1.101) as a starting point and insert it into the right hand side of the flow equation.
The resulting effective average action Γ1storder

R can then be used as a renewed input for the right hand side
of the flow equation. These steps are repeated until the resulting effective action is converged to a final
solution. For the first iteration step we obtain

∂RΓ1storder
R (φ) =

1
2

1
∂2
φS (φ) + R

=
1
2

1
1 + λ

2φ
2 + R

. (1.104)

This flow equation can be integrated analytically and leads to the "1-Loop effective average action"

Γ1storder
R = S (φ) +

1
2

ln
(
∂2
φ S (φ) + R

)
, with Γ1storder

Λ (φ) = S (φ) +
1
2

ln
(
∂2
φ S (φ) + Λ

)
. (1.105)
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In the second iteration step, the flow equation reads

∂RΓ2ndorder
R (φ) =

1
2

1
∂2
φΓ

1storder
R (φ) + R

=
1
2

1

1 + R + λ
2φ

2 + λ
2

1+R− λ2φ2

(1+R+ λ
2φ

2)2

, (1.106)

that can be integrated analytically as in the previous iteration step. This iterative procedure can be
repeated, using numerical integration if necessary, to find higher iterative solutions Γnthorder

R . It turns out
(see [27]) that this iterative procedure is very useful for φ & 1 but less precise for small φ.

Derivative Expansion

The zero-dimensional model simplifies various aspects of the calculation. One of them is the fact that
in zero dimensions no propagation can occur and no derivatives can appear. This manifests itself in the
non-existence of a standard kinetic term in the classical action (1.101). Most importantly this makes the
lowest order in the derivative expansion, the LPA, exact.
For homogeneous field configurations, as it is the case in our zero dimensional model, ΓR depends only
on |φ|, and we can introduce the effective average potential VR(ρ) = ΓR(φ) with ρ = φ2/2. Inspecting the
flow equation (1.103) we find that we need the second variation of the effective average potential VR

∂2
φ VR(ρ) = V ′R(ρ) + V ′′R (ρ) φ2. (1.107)

Inserting this into the flow equation expressed in terms of the effective average potential VR we find

∂RVR(ρ) =
1
2

(
1

V ′R(ρ) + 2 ρV ′′R (ρ) + R

)
(1.108)

Discretizing the effective average potential VR(ρ) now allows for a numerical solution of its flow equation.
The result can be obtained to arbitrary precision, depending on the discretization.

Vertex Expansion

Instead of using this numerical method we can utilize an alternative approach. Following the explanations
above we can solve the flow equation (1.103) by using a vertex expansion. Writing the effective average
action ΓR as a series in powers of the field φ via

ΓR(φ) =

∞∑

n=0

λ2n

(2n)!
φ2n, (1.109)

we find that this is an exact expansion if ΓR is analytic around φ = 0. Note that λ2n depends on the
regulator i.e. λ2n = λ2n(R). In order to obtain the flow equations for the coupling constants λ2n we have
to project the flow equation (1.103) by a suitable power of derivatives with respect to the fields i.e.

∂Rλ2n =
1
2
∂2n
φ

1
∂2
φΓR + R

∣∣∣∣∣∣∣
φ=0

. (1.110)
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Figure 1.10: The effective action ΓR=0 evaluated within the vertex expansion for various Nmax ranging
from 3 to 10 compared to the numerically evaluated full result.

This leads to a tower of flow equations whose first equations are

∂Rλ0 =
1
2

1
λ2 + R

,

∂Rλ2 = − 1
2

λ4

(λ2 + R)2 ,

∂Rλ4 = 3
λ2

4

(λ2 + R)3 −
1
2

λ6

(λ2 + R)2 ,

...
... . (1.111)

Truncating this infinite tower of coupled differential equations by introducing a finite Nmax into the
expansion of the effective action, (1.109), is equivalent to setting all couplings λ2n = 0 for n > Nmax.
With this truncation we can solve the tower of differential equations and find, as expected, that the
Taylor expansion of the generating functional describes the full functional well for φ � 1, but becomes
more and more inaccurate for φ & 1. This is depicted in Fig. 1.10 for Nmax ranging from 3 to 10 and
compared to the numerically evaluated full result. Note that increasing the number of expansion terms
Nmax only improves the local quality of the approximation around φ = 0 and would not help to improve
the description of Γ(φ & 1).

Mixed Scheme

After gaining the insight that the iteration scheme works well for φ & 1 and the vertex expansion is
useful for φ . 1 the idea to combine the advantages of both approximation schemes suggests itself. We
therefore continue with the so called ’mixed scheme’ in the following. For this purpose, we expand the
effective average action as

ΓR(φ) = S (φ) +
1
2

ln
(
∂2
φ S (φ) + R

)
+

Nmax∑

n=0

λ2n

(2n)!
φ2n

(∂2
φ S (φ) + R)2n+2

. (1.112)

While the first two terms compose the 1-loop effective average action, the third term resembles the vertex
expansion for φ � 1 and is suppressed as φ−4 for φ � 1. The next step is now to project out the flow
equations for the coefficients λ2n and to solve these for different orders of the truncation by varying Nmax.
The comparison with the full numerical solution is depicted in Fig. 1.11. The plot shows that the mixed-
scheme effective action inherited tiny errors for φ � 1 from the vertex expansion and for φ � 1 from
the loop expansion. However, the drawback of the mixed-scheme approximation becomes obvious when
analyzing the convergence properties. Those are not under control, as one can see in Fig. 1.12. Including
higher Nmax does not automatically lead to smaller errors. Therefore the scheme is not as convenient as
hoped in the first place.
Remarkably, this shows already at the level of this simple zero-dimensional scalar theory that the discus-
sion of the truncation error, as hard as it is, is very important within the FRG approach.
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Figure 1.11: The error of the mixed-scheme approximation depending on φ for Nmax = 1, 2, 3.

Figure 1.12: The error of the mixed-scheme approximation depending on φ for Nmax = 4, 5, 6.
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2 Appendix

2.1 Fourier Conventions

This appendix summarizes our Fourier conventions. In the following we denote bosonic fields with φ
and fermionic fields with ψ̄ and ψ. However the conventions are used for other fields, as e.g. bosonic
vector fields Aµ, as well. The continuous Fourier transformation in one dimension reads

φ(x) =

∫
dp
2π

φ(p)eıpx , ψ(x) =

∫
dp
2π

ψ(p)eıpx , ψ̄(x) =

∫
dp
2π

ψ̄(p)e−ıpx ,

∫
dx e−ıpx = 2π δ(p) ,

φ(p) =

∫
dx φ(x)e−ıpx , ψ(p) =

∫
dxψ(x)e−ıpx , ψ̄(p) =

∫
dx ψ̄(x)eıpx ,

∫
dp
2π

eıpx = δ(x) .

The generalization to d dimensions is obvious.
In subsection ?? of chapter 1 the time direction is compactified in order to introduce finite temperature.
In this case the discrete version of the above Fourier convention has to be used. It reads

φ(x) =
1
β

∞∑

n=−∞
φne2πınx/β , ψ(x) =

1
β

∞∑

n=−∞
ψne2πı(n+ 1

2 )x/β , ψ̄(x) =
1
β

∞∑

n=−∞
ψ̄ne−2πı(n+ 1

2 )x/β ,

φn =

β∫

0

dx φ(x)e−2πınx/β , ψn =

β∫

0

dxψ(x)e−2πı(n+ 1
2 )x/β , ψ̄n =

β∫

0

dx ψ̄(x)e2πı(n+ 1
2 )x/β .

The corresponding delta distribution and Kronecker delta in turn are given as

β∫

0

dx e−2πınx/β = βδn,0 ,
1
β

∞∑

n=−∞
e2πınx/β = δ(x) .

2.2 Wilsonian Renormalization for ϕ4 theory

The goal of this appendix is the exemplary discussion of the Wilsonian renormalization at the example
of the ϕ4 theory with the classical action (1.32). To be precise we aim at the quantum correction to the
ϕ4 coupling, ∆λ, which appeared in (1.59). For this purpose we need S Λ′ which follows from (1.58) as

S Λ′[ϕ̃] = − ln



∫

Λ

[dϕ̂] exp
[
−S Λ[ϕ̃, ϕ̂] +

∫
ddp

(2π)d ϕ̂(p)J(−p)
]

(2.1)

with the hard and soft modes, ϕ̂ and ϕ̃ defined in (1.56). The split into hard and soft modes within the
classical action S Λ leads to

S Λ[ϕ̃, ϕ̂] = S Λ[ϕ̃ + ϕ̂] = S Λ[ϕ̃] + S Λ[ϕ̂] + S mix[ϕ̃, ϕ̂]

S mix[ϕ̃, ϕ̂] =

∫
ddp1

(2π)d

∫
ddp2

(2π)d

∫
ddp3

(2π)d

(
λ

3!
ϕ̂(p1)ϕ̃(p2)ϕ̃(p3)ϕ̃(−p1 − p2 − p3) (2.2)

+
λ

3!
ϕ̂(p1)ϕ̂(p2)ϕ̂(p3)ϕ̃(−p1 − p2 − p3) +

λ

4
ϕ̂(p1)ϕ̂(p2)ϕ̃(p3)ϕ̃(−p1 − p2 − p3)

)
.
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With this we find S Λ′[ϕ̃] = S Λ[ϕ̃] + ∆S [ϕ̃] with the quantum corrections due to the hard modes encoded
in

∆S [ϕ̃] = − ln



∫

Λ

[dϕ̂] exp
[
−S Λ[ϕ̂] − S mix[ϕ̃, ϕ̂] +

∫
ddp

(2π)d ϕ̂(p)J(−p)
]

. (2.3)

In order to find the correction to the ϕ4 coupling we expand this expression in powers of ϕ̃ and for
the sake of comparability to subsection 1.3.1 restrict ourselves to lowest order in λ. We find the four
contributions

∆S |ϕ̃4 =

∫
ddp1

(2π)d

∫
ddp2

(2π)d

∫
ddp3

(2π)d

∫
ddq1

(2π)d

∫
ddq2

(2π)d

∫
ddq3

(2π)d

(

−λ
2

36
ϕ̃(p2)ϕ̃(p3)ϕ̃(−p1 − p2 − p3)ϕ̃(−q1 − q2 − q3)

〈
ϕ̂(p1)ϕ̂(q1)ϕ̂(q2)ϕ̂(q3)

〉

λ2

36
ϕ̃(p2)ϕ̃(p3)ϕ̃(−p1 − p2 − p3)ϕ̃(−q1 − q2 − q3)

〈
ϕ̂(p1)

〉〈
ϕ̂(q1)ϕ̂(q2)ϕ̂(q3)

〉

−λ
2

32
ϕ̃(p3)ϕ̃(−p1 − p2 − p3)ϕ̃(q3)ϕ̃(−q1 − q2 − q3)

〈
ϕ̂(p1)ϕ̂(p2)ϕ̂(q1)ϕ̂(q2)

〉

+
λ2

32
ϕ̃(p3)ϕ̃(−p1 − p2 − p3)ϕ̃(q3)ϕ̃(−q1 − q2 − q3)

〈
ϕ̂(p1)ϕ̂(p2)

〉〈
ϕ̂(q1)ϕ̂(q2)

〉)
(2.4)

where one should keep in mind that the integrations with respect to the momenta of the hard modes ϕ̂ are
restricted to the momentum shell. Inserting the expectation values

〈
ϕ̂(p1)ϕ̂(p2)

〉
=

1
p2

1

(2π)dδ(d)(p1 + p2) ,

〈
ϕ̂(p1)ϕ̂(p2)ϕ̂(p3)

〉
= 0 ,

〈
ϕ̂(p1)ϕ̂(p2)ϕ̂(p3)ϕ̂(p4)

〉
=

1
p2

1

1
p2

2

(2π)dδ(d)(p1 + p4)(2π)dδ(d)(p2 + p3)

+
1
p2

1

1
p2

3

(2π)dδ(d)(p1 + p2)(2π)dδ(d)(p3 + p4)

+
1
p2

1

1
p2

4

(2π)dδ(d)(p1 + p3)(2π)dδ(d)(p2 + p4) (2.5)

we find

∆S |ϕ̃4 = −λ
2

16

∫
ddp̂1

(2π)d

∫
ddp̂2

(2π)d

∫
ddp3

(2π)d

∫
ddq3

(2π)d

1
p̂2

1

1
p̂2

2

ϕ̃(p3)ϕ̃(q3)ϕ̃(−p̂1 − p̂2 − p3)ϕ̃( p̂1 + p̂2 − q3)

−λ
2

12

∫
ddp̂1

(2π)d

∫
ddp2

(2π)d

∫
ddp3

(2π)d

∫
ddq̂3

(2π)d

1
p̂2

1

1
q̂2

3

ϕ̃( p̂1)ϕ̃(p2)ϕ̃(p3)ϕ̃(−p̂1 − p2 − p3) . (2.6)

Here we indicate the integration restricted to the momentum shell by denoting the corresponding integra-
tion variables with a hat. The second contribution is depicted in Fig. 2.1 and illustrates again the fact that
the Wilsonian effective action is not an effective action in the sense that it contains 1-particle reducible
contributions. However, this specific contribution vanishes since ϕ̃( p̂1) = 0 by definition (1.56). The
first line on the other hand describes a contribution which is reminiscent of the results obtained in the
previous subsection and corresponds to the second diagram in the second line of Fig. 1.3 with momenta
of the momentum shell running in the loop. Taking four derivatives of this contribution with respect to ϕ̃
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p̂1

p2
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−p̂1 − p2 − p3

Figure 2.1: 1-particle reducible contribution to ∆λ.

one finds the same quantum correction as in (1.36) but with the integration restricted to the momentum
shell. To be precise we find

δ4∆S |ϕ̃4

δϕ̃(Q1)δϕ̃(Q2)δϕ̃(Q3)δϕ̃(Q4)
= ∆λ = (2.7)

−λ
2

2
(2π)dδd


∑

i

Qi


∫

ddp̂
(2π)d

{
1
p̂2

[
1

( p̂ + Q1 + Q2)2 +
1

( p̂ + Q1 + Q3)2 +
1

( p̂ + Q1 + Q4)2

]}

where we are suppressing for notational convenience a theta function restricting p̂ + Qi + Q j to the
momentum shell with (i, j) being (1, 2), (1, 3) and (1, 4) in the first, second and third contribution respec-
tively.

2.3 Local Potential Approximation of the O(N) Model

This appendix is devoted to the local potential approximation (LPA) introduced in section 1.5. We
illustrate the analysis of the effective potential within the FRG framework at the example of a scalar
O(N)-symmetric theory. The effective average action Γk within this theory depends on N scalar fields
φa with the index a ∈ {1, 2, ..,N}. Its simplest truncation within the derivative expansion is the LPA and
contains a scale-independent kinetic term and a scale-dependent effective average potential Vk. It reads

Γk[φa] =
1
2

∫
ddx

(
∂µφ

a
)2

+

∫
ddx Vk

[
φaφa

2

]
, (2.8)

Note that due to the O(N) symmetry the effective average potential depends on the squared fields. As
discussed in section 1.5 with constant fields φa the 1PI effective average action reduces to a product
of the effective average potential and a spacetime-volume factor. The latter one is the integral over the
d-dimensional volume and can easily be performed. In the following it shall be considered as a prefactor
Vold

Γk[ρ] = Vold · Vk[ρ] . (2.9)

Here we denote the square of the fields as ρ =
φaφa

2 . Although this effective potential has to be O(N)
symmetric its ground state does not. Let us clarify this with a simple example. Expanding the potential
as

Vk = −µ2
k ρ + λk ρ

2 , (2.10)

with k-dependent couplings µ2
k and λk. The minimum of this potential is situated at the origin if µ2

k is
negative but might as well be situated at some finite value ρmin if µ2

k is positive. This corresponds to
the upper right and left panels in Fig. 1.9 respectively. Thus for positive µ2

k , the ground state breaks the
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O(N) symmetry although the potential itself is symmetric. This effect is called spontaneous symmetry
breaking (SSB). Now one might ask the question how the effective potential Vk→0, including all quantum
fluctuations, looks like if we start at the classical level in the symmetric or the spontaneously broken
phase of the potential. For this discussion the flow equation is an effective tool and we will investigate
its application to the effective average potential in the following.
In order to find the flow equation for the effective potential we can evaluate the flow equation for the 1PI
effective average action (1.83) with constant fields as explained in section 1.5. Thus we find

∂tΓk(ρ) = Vold · ∂tVk(ρ) . (2.11)

To evaluate the right hand side of the flow equation (1.83) we need the second variation of the effective
average potential with respect to the fields. It reads

δ

δφa
δ

δφb Vk(ρ) = δabV ′k(ρ) + φaφbV ′′k (ρ) . (2.12)

Here the prime denotes the derivative with respect to the argument ρ. This second derivative can be
inserted into the right hand side of the flow equation. Evaluating the trace in field space while assuming
a regulator diagonal in field space we obtain the flow equation for the effective, k-dependent potential.
The resulting expression in momentum space reads

∂tVk(ρ) =
1
2

∫
ddp

(2π)d


N − 1

p2 + V ′k(ρ) + Rk(p2)
+

1
p2 + V ′k(ρ) + 2ρV ′′k (ρ) + Rk(p2)

 ∂tRk(p2) . (2.13)

Here, the second term on the right hand side corresponds to the contribution of the radial mode (Higgs
mode) in the mexican-hat type potential. The first contribution on the other hand describes the fluctuation
of the Goldstone modes. This becomes obvious if we investigate the flow equation at the minimum of the
potential. Then, by definition V ′ vanishes and the propagator in the first contribution becomes massless
(up to the regulator). On the other hand the propagator of the second contribution has a mass 2ρV ′′ due
to the Higgs mechanism.
There is one ingredient on the right hand side of (2.13) which we did not specify yet, the regulator Rk. In
section ?? we discuss in detail how the choice of the regulator can be optimized. To anticipate the result
of this section we introduce the optimized cutoff function as proposed by Litim [28, 29] here. The details
about the optimization procedure shall be postponed for the moment. Explicitly the Litim cutoff reads

Rk,flat(p2) =
(
k2 − p2

)
Θ(k2 − p2) , (2.14)

with Θ being the theta function. Since the integrand of our flow equation depends only on the square
of the momentum p we can rewrite the d-dimensional momentum integral as the unit (d − 1)-sphere Ωd

times a radial integration. The special form of the optimized cutoff then allows us to evaluate this radial
integration analytically to finally find

∂tVk(ρ) =
Ωd

(2π)d

1
d

k2+d


N − 1
k2 + V ′k(ρ)

+
1

k2 + V ′k(ρ) + 2ρV ′′k (ρ)

 . (2.15)

This flow equation can be solved by a straightforward numerical implementation. However, if we restrict
ourselves to the large-N approximation even an analytical solution is possible as we shall show in the
following.
In order to get a hand on the large-N limit we rewrite the flow equation in a more convenient way. We
absorb the (N − 1) dependence of (2.15) into the definition of the potential Vk and the squared field ρ, by
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the corresponding redefinitions. In turn the second term in (2.15) can be neglected for large N. We find

Vk → (N − 1) Vk ,

ρ → (N − 1) ρ ,


⇒ V ′k → V ′k , =⇒ ∂tVk(ρ) ≈ kd

d
Ωd

(2π)d

1

1 +
V′k(ρ)

k2

. (2.16)

The appearance of the terms with k2 and kd impose a redefinition in terms of dimensionless quantities.
Therefore, we now apply a further rescaling of the involved fields according to

ρ̄ =
ρ

kd−2 , uk(ρ̄) =
Vk(kd−2 ρ̄)

kd ⇒ ∂t|ρ ρ̄ = (2 − d) ρ̄ . (2.17)

Note that in the following it is important that the field φ and correspondingly ρ are the k-independent
quantities. Consequently the dimensionless quantity ρ̄ becomes k dependent according to (2.17). Next
we evaluate the t-derivative of the dimensionless potential uk twice using (2.17) and (2.16) respectively.
For convenience we explicitly write down which quantity is kept fixed for the derivative in order to clarify
the dependencies.

∂t|ρ uk(ρ̄) = ∂t|ρ̄ uk(ρ̄) + (2 − d) ρ̄ u′k(ρ̄) ,

∂t|ρ uk(ρ̄) = ∂t|ρVk(ρ)
kd =

∂t|ρVk(ρ)
kd − d uk(ρ̄) . (2.18)

What we are finally interested in is the first term on the right hand side of the first line. Comparing the
two right hand sides and using the flow equation for ∂t|ρVk, (2.16), we arrive at the flow equation for the
dimensionless potential uk which reads

∂tuk(ρ̄) + d uk(ρ̄) + (2 − d) ρ̄ u′k(ρ̄) =
1
d

Ωd

(2π)d

1
1 + u′k(ρ̄)

, (2.19)

and depends on the potential uk itself and its derivatives.
In order to solve this flow equation, it is useful to perform a derivative with respect to ρ̄. In this way, we
eliminate the potential’s off-set. As a byproduct, it transform the equation into a form suitable for the
method of characteristics as a solution strategy. Considering this, we end up with the flow equation for
the potential’s derivative ωk(ρ̄) = u′k(ρ̄)

0 = ∂tω(ρ̄) + 2ω(ρ̄) + (2 − d) ρ̄ ω′(ρ̄) +
1
d

Ωd

(2π)d

ω′(ρ̄)
(1 + ω(ρ̄))2 . (2.20)

Here and in the following we suppress the index k of ω for better readability. In order to solve this
partial differential equation (PDE) we use the method of characteristics. Thus, the goal is to transform
the PDE into a system of ordinary differential equations (ODEs). The solution of the simplified ODEs
subsequently allows for a construction of the PDE’s solution. To this aim we firstly rewrite the non-linear
PDE (2.20) in the form

a(t, ρ̄, ω) ∂tω + b(t, ρ̄, ω) ∂ρ̄ω − c(t, ρ̄, ω) = 0 , (2.21)

with coefficient functions a, b and c. To actually obtain the set of ODEs, we perform a coordinate
transformation t → t(s, r) and ρ̄→ ρ̄(s, r). With this parametrization (2.21) can be rewritten as

d
ds
ω(t(s), ρ̄(s)) = c , if

dt
ds

= a ,
dρ̄
ds

= b (2.22)
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and the second coordinate r can be used to specify the initial condition.
To clarify this let us proceed with our specific example. For a function ω that obeys (2.20), we can
identify the coefficient functions a, b and c by comparison with (2.21) as

a(t, ρ̄, ω) = 1

b(t, ρ̄, ω) = (2 − d) ρ̄ +
1
d

Ωd

(2π)d
︸   ︷︷   ︸

=A

1
(1 + ω)2

c(t, ρ̄, ω) = −2ω , (2.23)

with the shorthand A as indicated by the underbrace. From the second ODE in (2.22) we thus find
t(s) = s where we specified for a vanishing constant of integration. Bearing in mind the picture of scale
dependent quantities we recall that the initial condition for the flow equation (2.20) are set at a UV scale
k = Λ (t = 0 for t = log(k/Λ)) where we can choose a classical potential. In combination with the
solution of the first ODE above this specifies sini = 0. With this we are left with the two ODEs

dω
ds

= −2ω ,
dρ̄
ds

= (2 − d) ρ̄ +
A

(1 + ω)2 (2.24)

and the initial condition ρ̄(s = 0) = ρ̄0 and ω(0, ρ̄0) chosen as the classical potential’s derivative. If we
now vary ρ̄0 we find ω(s) along the so-called corresponding characteristic curves parameterized by s and
specified by ρ̄0. The solutions along all curves put together finally give us ω(t = s, ρ̄(s, ρ̄0)). Denoting
the initial potential’s derivative as ω0 we find the following solution for ω

ω(s) = ω0 exp(−2s) . (2.25)

The solution to (2.24) for ρ̄ reads

ρ̄(s) = ρ̄0 +

s∫

0

ds′
(2 − d) ρ̄(s′) +

A
(
1 + ω0 e−2s′)2

 . (2.26)

This solution can be interpreted as the initial ρ̄0 as a function of ρ̄ which shall be inserted into the
result for the potentials derivative (2.25) where the initial potential’s derivative should be interpreted as
ω0(ρ̄0(ρ̄)). Subsequently, we get ω(t, ρ̄(t)) where we used the identification t = s from the solution of the
first ODE. This represents the solution to (2.20).
Before inspecting the full Potential and its scale dependence let us concentrate on its minimum. The
latter contains the relevant information for the description of spontaneous symmetry breaking and thus
it is worth discussing its flow separately. Inspecting again the ODE for ρ̄ in (2.24) we can identify the
corresponding ODE for the dimensionful ρ. The corresponding ODE and its solution read

dρ
ds

= Λd−2 e(d−2)s A
(
1 + ω0 e−2s)2 ,

ρ(s) = ρ0 +

s∫

0

ds′
Λd−2 e(d−2)s′ A
(1 + ω0 e−2s′)2 . (2.27)

44



0 0.2 0.4 0.6 0.8 1 1.2

Ρ

0.5

1

Ρ0

Figure 2.2: Depicted is the initial ρ0 depending on ρ for s = 0 (solid line), s = −0.1 (dashed line),
s = −0.5 (dash-dot line) and s = −∞ (dotted line). The scale is set by choosing Λ = 1 and as
the initial potential a quadratic one is chosen as in (2.10) with λΛ = 0.5 and µΛ = 1.

Again we can interpret the solution as the initial ρ0 depending on ρ. For illustrative purposes this depen-
dence is depicted in Fig. 2.2. This plot was obtained in d = 4 with a quadratic initial potential at k = Λ

as in (2.10). One can see the straight line ρ0 = ρ which is given for s = t = 0. For decreasing s the value
of ρ0 increases since the integral on the right hand side of (2.27) is negative for negative s. For s→ −∞
(k → 0) a plateau at ρ̄0 = 1 establishes. This will help us during the discussion of the evolution of the
potential below. However, first a further analysis of the the scale dependent ρ is in order.
Now we are in the position to discuss the potential’s minimum to see whether it is trivial (symmetric
phase) or non-trivial (broken phase). Its location is determined by ω(ρ̄) = ∂ρ̄ u(ρ̄) = 0. According to
(2.25) we thus need ω0 = 0 which upon insertion into (2.27) leads to

ρmin(t) = ρ0,min +
A Λd−2

d − 2

(
e(d−2)t − 1

)
. (2.28)

Here it is important to point to the denominator (d − 2). It marks the peculiarity of the case d = 2 which
is the topic of the Mermin-Wagner theorem [30, 31]. The latter states that there is no continuous phase
transition in two-dimensional systems with continuous symmetries. For a detailed study of this issue
within the FRG framework see [32]. To circumvent this subtlety we will stick to dimensions d > 2
in the following. The interpretation of (2.28) is then as follows. Starting at some high energy scale
k = Λ corresponding to t = 0 we can evolve our system towards low energies at negative t. Eq. (2.28)
then shows that if the initial potential is in the spontaneously broken phase (ρ0,min > 0) its minimum
decreases, as the second term in (2.28) turns negative. If, on the other hand, the initial potential is in the
symmetric phase (ρ0,min = 0) it stays in the symmetric phase during the k evolution, see the right plots
in Fig. 1.9. Integrating down to k = 0, corresponding to t → −∞, where the effective average action is
equal to the 1PI effective action, we find

ρmin(k = 0) = ρ0,min − Λd−2 A
d − 2

. (2.29)

Specifying the initial potential to the example (2.10) we find ρ0,min = µ2
Λ
/(2λΛ). If we now fix the

value of λΛ and vary µΛ in ρ0,min we find a second order phase transition in ρmin as a function of µ2
Λ

, as
illustrated in Fig. 2.3 with a blue line. In other theories different from the simple scalar example we are
discussing here it might be possible to find as well a first order phase transition which would look like
the red line in Fig. 2.3.
Next we can discuss the scale evolution of the potential’s derivative and the potential itself. Starting with
the derivative we have to investigate the solution (2.25) where we have to insert the ρ̄ dependent ρ̄0 given
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in (2.26) and depicted in Fig. 2.2 for its dimensionful counterpart. For k → 0 this plot shows that ρ̄0
becomes independent of ρ̄ for small values of ρ̄. Therefore ω is independent of ρ̄ and the exponential
damping in (2.25) results in ω ≈ 0 for an extended range of ρ̄ values. This translates into a constant
potential as it is depicted in the lower left plot of Fig. 1.9. This makes the effective potential convex as
we expected according to our discussion in section 1.5.
The qualitative behavior of the (dimensionless) potential’s flow in momentum space is shown in Fig. 2.4,
where the evolution of the k-scale shifts the minima towards the origin.
In order to investigate the flow of the minimum of the actual potential, ∂ρVk|ρmin , we re-introduce dimen-
sionful quantities with the help of (2.17). The flow equation (2.24) for the dimensionless ρ̄ then leads to
the following dimensionful version at the minimum

∂tρmin = kd−2A . (2.30)

I

II

Μ²

Ρmin

Figure 2.3: First and second order phase transitions in ρmin under variation of the coupling µ2.

U k=L=U 0 p²

Uk

Figure 2.4: The flow of the effective potential uk under variation of cutoff scale k if t is negative.
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Figure 2.5: The flow of the k-derivative of the effective potential in the limit V ′/k2 → −1.

Note that the corresponding solution is already given in (2.28). Using this flow equation we find the flow
equation for the dimensionful potential’s derivative to be

0 = ∂t
(
∂ρVk|ρmin

)
= ∂t∂ρVk|ρmin + ∂2

ρVk|ρmin∂tρmin ,

⇒ ∂tV ′k(ρmin) = −V ′′k (ρmin) kd−2 A . (2.31)

The dimensionful potential V , illustrated in Fig. 2.5, shows that the introduction of quantum fluctua-
tions during the evolution of the k-scale wash out the sharpness of the phase transition between O(N)-
symmetric and O(N)-broken phase. This can already be seen from the flattening of the (non-convexity
of the) potential Vk on the right hand side and its derivative on the left hand side of Fig. 2.5.

However, returning to the minima of the potential, the integration of (2.28) yields

ρ̄min = ρ̄0,min − 1
d − 2

A
(
1 − exp((d − 2)t)

)
. (2.32)

2.4 Grassmann variables: Reminder

Fermionic fields are described by Grassmann variables which are anticommuting numbers. Thus for two
Grassmann variables c1 and c2 the anticommutator vanishes

{c1, c2} = 0. (2.33)

It follows directly that c2
1 = c2

2 = 0 and thus any function of Grassmann variables is given by an expansion

f (c) = f (0) +
d
dc

f (0)c . (2.34)

The integration is defined by
∫

dc 1 = 0 ,
∫

dc c = 1 ⇒
∫

dc f (c) =
d
dc

f (0) . (2.35)

The formulation can be extended straightforward to complex Grassmann variables by introducing

c =
1√
2

(c1 + ıc2) , c̄ =
1√
2

(c1 − ıc2) (2.36)
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with real Grassmann variables c1 and c2. It follows immediately that c̄c = −cc̄.
Now let us use N-dimensional vectors of complex Grassmann variables, ci and c j. It is easily shown that
for a unitary transformation c′i = Ui jc j the product of of complex Grassmann variables transforms as∏

i c′i = (det U)
∏

i ci. Therefore, the integral
∏

i

∫
dc̄idci is invariant under such unitary transformations.

With this it is straightforward to evaluate a Gaussian integral which involves a Hermitian matrix Mi j with
eigenvalues denoted by mi:

N∏

n=1

∫
dc̄ndcn exp

−
∑

i, j

c̄iMi jc j

 =

N∏

n=1

∫
dc̄ndcn exp

−
∑

i

c̄imici



=

N∏

n=1

∫
dc̄ndcn

1 −
∑

i

c̄imici

 = det M . (2.37)

In the first line we used a unitary transformation to diagonalize M. In the second line we used (2.34) and
(2.35). Notice that for ordinary variables the Gaussian integral would be proportional to the square root
of the inverse determinant.

2.5 Flow equation of a four-Fermi coupling

The aim of this appendix is to derive the flow equation for the four-Fermi coupling of a simple ansatz
reminiscent of the Nambu–Jona-Lasinio model. This ansatz reads

Γk =

∫
d4x

{
ψ̄ı/∂ψ +

gk

2
(
ψ̄ψ

)2
}
. (2.38)

Inserting it into the Wetterich equation (??) and evaluating the result on a constant background, ψ̄(x), ψ(x) =

const., we find the left hand side to be

∂tΓk =
Vol4

2
∂tgk

(
ψ̄ψ

)2
. (2.39)

A comparison of this with the right hand side evaluated below allows for the extraction of the flow
equation for gk by a comparison of the field monomials.
Next we can go for the right hand side. With the fermionic regulator insertion as given in (??) we find
the full, inverse propagator Γ

(2)
k + Rk = P + F with its propagator part P and its fluctuation part F . The

latter is given as

F =

(F11 F12
F21 F22

)
with F11 = −gk[ψ̄Tψ̄] ,

F12 = −gk[ψ̄ψ + ψψ̄]T = −F T
21 ,

F22 = −gk[ψψT] (2.40)

on the constant background, ψ̄(x), ψ(x) = const., while the former reads

P(p, q) =

(
0 −/pT(1 + rk)

−/p(1 + rk) 0

)
(2π)4δ(4)(p − q)

⇒ P−1(p, q) =

(
0 −/p(1 + rk)

−/pT(1 + rk) 0

)
(2π)4δ(4)(p − q)

p2(1 + rk)2 . (2.41)

Thus, we find the fluctuation part to be quadratic in the fermionic fields. Next, we can manipulate the
right hand side of the Wetterich equation in order to compare the field monomials as suggested above.
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With the minus sign for the fermions we write

∂tΓk = −1
2

Tr
∂tRk

Γ
(2)
k + Rk

= −1
2

Tr ∂̃t ln
[
Γ

(2)
k + Rk

]
= −1

2
Tr ∂̃t ln [P + F ]

= const. − 1
2

Tr ∂̃t

[
P−1F − 1

2

(
P−1F

)2
+

1
3

(
P−1F

)3
+ . . .

]
(2.42)

where we introduced the ∂̃t derivative which acts on Rk but not on Γ
(2)
k . Furthermore, we expanded

the logarithm and the ellipses denote higher orders. Since the fluctuation matrix F is quadratic in the
fermionic fields and we are looking the the four-Fermi interaction it suffices to consider the second term
in the last line:

∂tΓk|(ψ̄ψ)2 =
1
4

Tr ∂̃t
(
P−1F

)2
=

1
2

Tr ∂̃t
(
P−1

12F22P−1
21F11

)
+

1
2

Tr ∂̃t
(
P−1

12F21P−1
12F21

)
. (2.43)

The trace is a trace in momentum space as well as Dirac and field space. The latter one has been evaluated
in the last step and the indices at P−1 and F are field-space indices. Starting with the first of the two
terms we find

1
2

Tr ∂̃t
(
P−1

12F22P−1
21F11

)
=

g2
k Vol4

2

∫
d4p

(2π)4 ∂̃t
(1 + rk)2

[p2(1 + rk)2]2

(
ψ̄/pψ

)2
(2.44)

which is a four-Fermi term but does not have the expected Dirac structure. This is a new contribution, a
vector contribution, which is generated during the flow. Here we will discard it since it is not contained
in our truncation. However in general such terms should be considered and we will come back to this
point in section ??. After discarding this contribution we can evaluate the second one. It reads

1
2

Tr ∂̃t
(
P−1

12F21P−1
12F21

)
=

g2
k Vol4

2

∫
d4p

(2π)4 ∂̃t
(1 + rk)2

[p2(1 + rk)2]2

[
2p2(ψ̄ψ)2 − (ψ̄/pψ)2

]
(2.45)

where we find again vector contributions which we discard. The left over result can then be compared to
the left hand side of the Wetterich equation to get the flow equation for the four-Fermi coupling, gk. The
result reads:

∂tgk = 2g2
k

∫
d4p

(2π)4 ∂̃t
1

p2(1 + rk)2 . (2.46)
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