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Welcome to the 2008 TASI lectures on the exciting topic of ‘tools and technicl{eiginal title). Tech-
nically, LHC physics is really all about perturbative QCD in signals or gasknds. Whenever we look for
interesting signatures at the LHC we get killed by QCD. Therefore, | willfoon QCD issues which arise for
example in Higgs searches or exotics searches at the LHC, and wagkléotkeem nowadays. In the last section
you will find a few phenomenological discussions, for example on massirergy or helicity amplitudes.
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I. LHC PHENOMENOLOGY

When we think about signal or background processes at the hel@irst quantity we compute is the total number
of events we would expect at the LHC in a given time intervahisTnumber of events is the product of the
hadronic (e. proton—proton) LHC luminosity measured in inverse femtabaand the total production cross
section measured in femtobarns. A typical year of LHC rugriauld deliver around 10 inverse femtobarns per
year in the first few years and three to ten times that lateopleenvho build the actual collider do not use these
kinds of units, but for phenomenologists they work bettantsomething involving seconds and square meters,
because what we typically need is a few interesting evemtegponding to a few femtobarns of data. So here are
a few key numbers and their orders of magnitude for typicaiais:

Nevents = Ttot - £ L£L=10---300fb~" Otor = 1---10*fb 1)

Just in case my colleagues have not told you about it; therdves kinds of processes at the LHC. The first
involves all particles which we know and love, like old-fasted electrons or slightly more modeWi and Z
bosons or most recently top quarks. These processes weacktjfoundsind find annoying. They are described
by QCD, which means QCD is the theory of the evil. Top quarkslzn interesting history, because when | was a
graduate student they still belonged to the second clas®oépses, the signal§hese typically involve particles
we have not seen before. Such states are unfortunatelyynpostiuced in QCD processes as well, so QCD is not
entirely evil. If we see such signals, someone gets a cat fstockholm, shakes hands with the king of Sweden,
and the corresponding processes instantly turn into backgis.

The main problem at any collider is that signals are much memethat background, so we have to dig our signal
events out of a much larger number of background events. i§hitat most of this lecture will be about. Just
to give you a rough idea, have a look at Fig. 1: at the LHC th&pction cross section for two bottom quarks
at the LHC is larger than0° nb or 10! fb and the typical production cross section ot or Z boson ranges
around 200 nb o2 x 108 fb. Looking at signals, the production cross sections foaia @f 500 GeV gluinos is

4 x 10* fb and the Higgs production cross section can be as bitj>ad0° fbo. When we want to extract such
signals out of comparably huge backgrounds we need to testrese backgrounds with an incredible precision.
Strictly speaking, this holds at least for those backgroewvehts which populate the signal region in phase space.
Such background event will always exist, so any LHC measantmill always be a statistics exercise. The high
energy community has therefore agreed that we call a fiveasigyoess over the known backgrounds a signal:

S
— =N,>5 Gaussian limit
VB ( )
Pryet < 5.8 x 1077 (fluctuation probability) (2)

Do not trust anybody who wants to sell you a three sigma egielas a discovery, even | have seen a great number
of those go away. People often have good personal reasodsédiae such effects, but all they are really saying
is that their errors do not allow them to make a conclusiveestant. This brings us to a well kept secret in
the phenomenology community, which is the important impgagrror bars when we search for exciting new
physics. Since for theorists understanding LHC events maupéiticular background events means QCD, we need
to understand where our predictions come from and what tegyrae, so here we go...

1. QCD AND SCALES

Not all processes which involve QCD have to look incredibynplicated — let us start with a simple question:
we know how to compute the production rate and distributfonsZ production for example at LEPte™ — Z.

To make all phase space integrals simple, we assume that leson is on-shell, so we can simply add a decay
matrix element and a decay phase space integration for dgammpute the procesSe™ — Z — ptpu~.

So here is the question: how do we compute the productionbason at the LHC? This process is usually
referred to as Drell-Yan productipaven though we will most likely produce neither Drell nonyat the LHC. In

our first attempts we explicitly do not care about additigetd, so if we assume the proton consists of quarks and
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FIG. 1: Production rates for different signal and background gsses at hadron colliders. The discontinuity is due to the
Tevatron being a proton—antiproton collider while the LHC is a proton—protdiider. The two colliders correspond to the
x—axis values of 2 TeV and 14 TeV. Figure borrowed from CMS.

gluons we simply compute the procegs— Z under the assumption that the quarks are partons insidensrot
Modulo theSU(2) andU (1) charges which describe tt&f f coupling

—iyH (€PL + T'PR) = ¢

(T3 — stv) r=1{ (©)
SawCuw T3=0

the matrix element and the squared matrix element for theoparprocess;g — Z will be the same as the
corresponding matrix element squareddde~ — Z, with an additional color factor. This color factor courtte t
number ofSU (3) states which can be combined to form a color singlet likeZh&his additional factor should
come out of the color trace which is part of the Feynman raed,it is/N.. On the other hand, we do not observe
color in the initial state, and the color structure of theoiming ¢g pair has no impact on thé—production matrix
element, so we average over the color. This gives us anatbtari /N? in the averaged matrix element (modulo
factors two)

(M[?*(qq — Z) ~

1
v my (2 +17) . 4)
Notice that matrix elements we compute from our Feynmarsrate not automatically numbers without a mass
unit. Next, we add the phase space for a one-particle fin@.dtafour space—time dimensions (this will become
important later) we can compute a total cross section outnodix element squared as

do T
> _ 2
s 0y~ ) (1-7) M|

®)
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The mass of the final state appears-as m?% /s and can of course beyy or the Higgs mass or the mass of a KK
graviton (I know you smart-asses in the back row!). If we defias the partonic invariant mass of the two quarks
using the Mandelstam variable= (ks + k2)? = 2(k1k2), momentum conservation just means- m?%. This
simple one-particle phase space has only one free paratieteeduced polar angle= (1 + cosf)/2 =0---1.

The azimuthal angle> plays no role at colliders, unless you want to compute ga#ieital effects on Higgs
production at Atlas and CMS. Any LHC Monte Carlo will eitheandom-generate a reference angléor the
partonic process or pick one and keep it fixed. The secondmpts at least once lead to considerable confusion
and later amusement at the Tevatron, when people noticéthihdehavior of gauge bosons was dominated by
gravity, namely gauge bosons going up or down. So this is adtigal a statement as you might think. At
this point | remember that every teacher at every summeradsladways feels the need to define their field of
phenomenology — for example: phenomenologists are thsasiso do useful things and know funny stories
about experiment(alist)s.

Until now we have computed the same thingZaproduction at LEP, leaving open the question how to describe
quarks inside the proton. For a proper discussion | refenyogowod QCD textbook and in particular the chapter
on deep inelastic scattering. Instead, | will follow a pealgigal approach which will as fast as possible take us to
the questions we really want to discuss.

If for now we are happy assuming that quarks move colline#in ¥ie surrounding protorn.e. that at the LHC
incoming partons have zefg-, we can simply write a probability distribution for findingparton with a certain
fraction of the proton’'s momentum. For a momentum fractioa= 0---1 this parton density functiopdf)

is denoted ag;(x), wherei describes the different partons in the proton, for our psesae, d, ¢, s,g. All of
these partons we assume to be massless. We can talk aboytdwgoms in the proton if you ask me about
it later. Note that in contrast to structure functions a gdhot an observable, it is simply a distribution in the
mathematical sense, which means it has to produce reagoresllts when integrated over as an integration
kernel. These parton densities have very different belhavidor the valence quarksi(.d) they peak somewhere
aroundz < 1/3, while the gluon pdf is small at ~ 1 and grows very rapidly towards small For some typical
part of the relevant parameter space={ 10~3--- 10~!) you can roughly think of it ag,(z) < 22, towardsz
values it becomes even steeper. This steep gluon distibutas initially not expected and means that for small
enoughe LHC processes will dominantly be gluon fusion processes.

Given the correct definition and normalization of the pdf veen compute the hadronic cross sectfoom its
partonic counterpart as

1 1
Otot = / diﬂl/ dzxs fz($1) fj(fz) 5ij($1$25) (6)
0 0

wherei, j are the incoming partons with the momentum facties The partonic energy of the scattering process
is s = x1255 with the LHC proton energy/S = 14 TeV. The partonic cross secti@éncorresponds to the cross
sectionso we already discussed. It has to include all the necesaand ¢ functions for energy—momentum
conservation. When we express a genergbarticle cross sectiof including the phase space integration, the
x; integrations and the phase space integrations can of cbars&apped, but Jacobians will make your life hell
when you attempt to get them right. Luckily, there are vefficieint numerical phase space generators on the
market which transform a hadronie-particle phase space integration into a unit hypercubeesto not have to
worry in our every day life.

A. UV divergences and therenormalization scale

Renormalizationi.e. the proper treatment of ultraviolet divergences, is ondefrhost important aspects of field
theories; if you are not comfortable with it you might wantattend a lecture on field theory. The one aspect
of renormalization | would like to discuss is the appearaoicthe renormalization scale. In perturbation theory,
scales arise from the regularization of infrared or ultoéati divergences, as we can see writing down a simple
loop integral corresponding to two virtual massive scakith a momentun flowing through the diagram:

d*q 1 1
1672 ¢2 —m? (q + p)? — m?

B(p*m,m) = / @)
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Such diagrams appear for example in the gluon self enerdk, wassless scalars for ghosts, with some Dirac
trace in the numerator for quarks, and with massive scateusujpersymmetric scalar quarks. This integral is UV
divergent, so we have to regularize it, express the divergém some well-defined manner, and get rid of it by
renormalization. One way is to introduce a cutoff into themeatum integral\, for example through the so-called
Pauli—Villars regularization. Because the UV behaviorhaf integrand cannot depend on IR-relevant parameters,
the UV divergence cannot involve the massor the external momentup?. This means that its divergence has
to be proportional tdog A /u? with some scale:? which is an artifact of the regularization of such a Feynman
diagram.

This question is easier to answer in the more modern dimeakiegularizationThere, we shift the power of the
momentum integration and use analytic continuation in thalmer of space—time dimensions to renormalize the
theory

d4q o d4—2eq iM2E 071 5
[ — [ Gem = [ e o (®)

The constant§’; depend on the loop integral we are considering. The gcale have to introduce to ensure the
matrix element and the observables, like cross sectiong, te usual mass dimensions. To regularize the UV
divergence we pick an > 0, giving us mathematically well-defined polége. If you compute the scalar loop
integrals you will see that defining them with the integratineasure /(ir2) will make them come out as of the
orderO(1), in case you ever wondered about factofédr)? = «2/(2m)* which usually end up in front of the
loop integrals.

The poles ire will cancel with the counter terms.e. we renormalize the theory. Counter terms we include by
shifting the renormalized parameter in the leading-ordatrixelemente.g. |M|?(g) — |M|2(g + dg) with a
couplingdg o 1/¢, when computingMp.m + M.it|?. If we use a physical renormalization condition there
will not be any free scal@ in the definition ofég. As an example for a physical reference we can think of the
electromagnetic coupling or chargewhich is usually defined in the Thomson limit of vanishingmentum flow
through the diagram,e. p? — 0. What is important about these counter terms is that they tiaore with a
factor ¢ in front.

So while after renormalization the pol&ge cancel just fine, the scale factetc will not be matched between the
UV divergence and the counter term. We can keep track of ititjng a Taylor series im for the prefactor of the
regularized but not yet renormalized integral:

pe % +Co + O(e)} = e logn {Cel +Co + O(e)}
= [1+ 2¢clog pn+ O(e?)] {Ce‘l +Co+ (’)(e)}
(G
= +Co+2logpuC_1 + O(e) 9)

e
We see that the pol€'_ /e gives a finite contribution to the cross section, involvihg tenormalization scale
HRr = B

Just a side remark for completeness: from eq.(9) we see taahauld not have just pulled outc out of the
integral, because it leads to a logarithm of a number with asnuait. On the other hand, from the way we split
the original integral we know that the remainityy— 2¢)-dimensional integral has to includes logarithms of the
kind log m? or log p? which re-combine with thég 12 for example to a properly definédg 1./m. The only loop
integral which has no intrinsic mass scale is the two-paintfion with zero mass in the loop and zero momentum
flowing through the integralB(p? = 0;0,0). It appears for example as a self-energy correction of pateuarks
and gluons. Based on these dimensional arguments thisahtegs to be zero, but with a subtle cancellation of
the UV and the IR divergences which we can schematicallyeverst /e;g — 1/eyv. Actually, | am thinking right
now if following this argument this integral has to be zerdfdtrcan still be a number, like 2376123/67523, but it
definitely has to be finite... And it is zero if you compute it.

Instead of discussing different renormalization schenmestheir scale dependences, let us instead compute a
simple renormalization scale dependent parameter, natmetynning strong coupling; (1z). It does not appear




in our Drell-Yan process at leading order, but it does not tmuknow how it appears in QCD calculations. The
simplest process we can look at is two-jet production at tHE] where we remember that in some energy range
we will be gluon dominatedyg — ¢g. The Feynman diagrams include anchannel off-shell gluon with a
momentum flowp? = s. At next-to-leading order, this gluon propagator will bereated by self-energy loops,
where the gluon splits into two quarks or gluons and re-coedbefore it produces the two final-state partons.
The gluon self energy correction (or vacuum polarizatichpeopagator corrections to gauge bosons are often
labelled) will be a scalat,e. fermion loops will be closed and the Dirac trace is closeilmshe loop. In color
space the self energy will (hopefully) be diagonal, just like gluon propagator itself, so we can ignore the color
indices for now. In Minkowski space the gluon propagatornitary gauge is proportional to the transverse tensor
TH = gt — p’pt /p?. The same is true for the gluon self energy, which we writ€l&s = TIT+#*. The one
useful thing to remember is the simple relatibi¥’ 7 = T#? andT*" gf, = T**. Including the gluon, quark, and
ghost loops the regularized gluon self energy with a moneritow p? reads

1 ,u%% 'y 1 ,u% 13 2 9

As 1 1% 2
N . (6 — log 1)2> By + O(log my)
. 11 2

In the second step we have sneaked in additional contrimitio the renormalization of the strong coupling
from the other one-loop diagrams in the process. The numbfarimions coupling to the gluons is;. We
neglect the additional termsg(47) andlog vr which come with the poles in dimensional regularizatiororfr
the comments on the functiaBi(p?; 0, 0) before we could have guessed that the loop integrals wilt give a
logarithmlog p? which then combines with the scale logarittiog 1%. The finite top mass actually leads to an
additional logarithms which we omit for now — this zero-méigsit of our field theory is actually special and
referred to as its conformal limit.

Lacking a well-enough motivated reference point (in the Mbon limit the strong coupling is divergent, which
means QCD is confined towards large distances and asyngitptitee at small distances) we are tempted to
renormalizen, by also absorbing the scale into the counter term, whichlisctéhe MS scheme. It gives us a
running couplingx,(p). In other words, for a given momentum trangféme cancel the UV pole and at the same
time shift the strong coupling, after including all relatii-) signs, by

1 u? Qs p?
s ) (1= (22 ) ) =a ) [1- =3, log ] . 11
a; — & (ILLR) ( pg pg Q, (MR) A ﬂg 0g N%{ ( )

We can do even better: the problem with the correctiomajds that while it is perturbatively suppressed by
the usual factory, /(47) it includes a logarithm which does not need to be small. hdhief simply including
these gluon self-energy corrections at a given order irugaation theory we can instead include all chains with
IT appearing many times in the off-shell gluon propagator. hSauiseries means we replace the off-shell gluon
propagator by (schematically written)

TR W (T T\"
_— s+ | = (=TI - —
p? p? (p2 ( ) p2>
T T T\"
+(p2.(_TH).pQ.(_TH).p2> 4o
N A L |
_ Bt I S 12
P’ jz_:o( p2> p* 1+1/p? (12)

To avoid indices we abbrevia#e* T = T - T which can be simplified usingl’ - 7'- T')** = THTJTy = TH.
This re-summation of the logarithm which occurs in the nexteading order corrections te, moves the finite
shift in o, shown in eq.(11) into the denominator:

2 Qs p2 -
Qg —)as(,U/R) 1+E Bq 1Og/¢72 (13)
R



If we interpret the renormalization scalg; as one reference poipg andp as another, we can relate the values of
as between two reference points with a renormalization grayma#on(RGE) which evolves physical parameters
from one scale to another:

-1
4n D5
1 1 as(p3) p2> 1 1 p?
= 1+ By log— | = + — B, log— (14)
@)~ ) ( m D) = o T e

The factora, inside the parentheses can be evaluated at any of the twessthaé difference is going to be a
higher-order effect. The interpretation/@f is now obvious: when we differentiate the shiftegp?) with respect
to the momentum transfef we find:

1 dog o 1 dgs o )
- = - or —_ = = I 15
ay dlogp? 4%59 gs dlogp 47rﬂg 95 B (15)

This is the famous running of the strong coupling constant!

Before we move on, let us collect the logic of the argumengmgiin this section: when we regularize an UV
divergence we automatically introduce a reference scalaivdl, this could be a UV cutoff scale, but even
the seemingly scale invariant dimensional regularizatiannot avoid the introduction of a scale, even in the
conformal limit of our theory. There are several ways of theplith such a scale: first, we can renormalize our
parameter at a reference point. Secondly, we can define mgiparameteri.e. absorb the scale logarithm into
the MS counter term. This way, at each order in perturbation thegycan translate values for example of the
strong coupling from one momentum scale to another momestate. If we are lucky, we can re-sum these
logarithms to all orders in perturbation theory, which giwes more precise perturbative predictions even in the
presence of large logarithmisg. large scale differences for our renormalized parametersh 8 (re—) summation

is linked with the definition of scale dependent parameters.

B. IR divergencesand thefactorization scale

After this brief excursion into renormalization and UV digences we can return to the original example, the
Drell-Yan process at the LHC. In our last attempt we wrote mithre hadronic cross sections in terms of parton
distributions at leading order. These pdfs are only fumstiof the (collinear) momentum fraction of the partons
in the proton.

The perturbative question we need to ask for this processwmisat happens if we radiate additional jets
which for one reason or another we do not observe in the detedhroughout this writeup | will use the
terms jets and final state partosgnonymously, which is not really correct once we includeajgorithms and
hadronization. On the other hand, in most cases a jet ahgositis designed to take us from some kind of en-
ergy deposition in the calorimeter to the parton radiatetthénhard process. This is particularly true for modern
developments like the so-called matrix element method tasmes the top mass. Recently, people have looked
into the question what kind of jets come from very fast coflted!V” or top decays and how such fat jets could
be identified looking into the details of the jet algorithmutBet’s face it, you can try to do such analyses after
you really understand the QCD of hard processes, and youdshotitrust such analyses unless they come from
groups which know a whole lot of QCD and preferable involvperimentalists who know their calorimeters very
well.

So let us get back to the radiation of additional partonséDhell-Yan process. These can for example be gluons
radiated from the incoming quarks. This means we can stazbbypute the cross section for the partonic process
qq — Zg. However, this partonic process involves renormalizaisrwell as an avalanche of loop diagrams
which have to be included before we can say anything reasmnab UV and IR finite. Instead, we can look at
the crossed procegg — Zq, which should behave similarly as2a— 2 process, except that it has a different
incoming state than the leading-order Drell-Yan processhamce no virtual corrections. This means we do not
have to deal with renormalization and UV divergences andotenrtentrate on parton or jet radiation from the
initial state.
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The amplitude for thi& — 2 process is — modulo the charges and averaging factors,dutling all Mandelstam
variables

(16)

t s 2m2 (s +t —m%)
t st

M|2o<8{ -+
s

The new Mandelstam variables can be expressed in terms régbaled gluon-emission angle= (1 + cos ) /2
ast = —s(1 — )y andu = —s(1 — 7)(1 — y). As a sanity check we can confirm that u = —s + m%. The
collinear limit when the gluon is radiated in the beam di@tis given byy — 0, which corresponds tb — 0
with finite u = —s + m%. In that case the matrix element becomes

4

s? — 2sm% + 2m5, 2m?,

WP~ s | +00)| 17)

1
s(s —m?%) y s

This expression is divergent for collinear gluon radiatioa. for small anglesy. We can translate this/y
divergence for example into the transverse momentum ofltlengr Z according to

spp = tu=s*(1-7)% y(1 —y) = (s —m%)*y + O(y°) (18)
In the collinear limit our matrix element squared then beesm

s2 —2sm% +2m%, (s —m%)

M s | 22 2 o) (19)

The matrix element for the tree-level procegs— Zq diverges likel /p2. To compute the total cross section for
this process we need to integrate it over the two-particksplspace. Without deriving this result we quote that
this integration can be written in the transverse momentfitheoutgoing particles, in which case the Jacobian
for this integration introduces a factpf. Approximating the matrix element &%/p%, we have to integrate

max max max

Yy C Pr C Pr C
/ dy— =/ dpp— = 2/ - dprpr —
ymin Yy ppin pT pmin pT

max
max

oo [ 1 Pr
~2C dpr— = 2C log — — (20)
pipin pr Dr

The formC/p2. for the matrix element is of course only valid in the collinéait; in the remaining phase space
C'is not a constant. However, this formula describes well tiénear IR divergence arising from gluon radiation
at the LHC (or photon radiation at e~ colliders, for that matter).

We can follow the same strategy as for the UV divergencet,irs regularize the divergence using dimensional
regularization, and then we find a well-defined way to get fitt.oDimensional regularization now means we
have to write the two-particle phase space is 4 — 2¢ dimensions. Just for the fun, here is the complete formula
in terms ofy:

do  m(4m)=2te < u? )6 T¢(1 — 7)172% ( u? )6 | M2
Go_mm) © () TUZT Ty () AT 21
Uy T-o \m ye(l—y) M 7] ye(l—y)e 1)

Z
In the second step we only keep the factors we are interastddhée additional factoy—< regularizes the integral
aty — 0, as long ag < 0, which just slightly increases the suppression of the nated in the IR regime. After
integrating the leading tertyy' < we have a polé /(—¢). Obviously, this regularization procedure is symmetric
iny < (1—y). What is important to notice is again the appearance of a géalwith then-dimensional integral.
This scale arises from the IR regularization of the phaseesjpdegral and is referred to as factorization sgale

From our argument we can safely guess that the same divergérich we encounter for the procegs — Zqg
will also appear in the crossed procegs— Zg, after cancelling additional soft IR divergences betweietual
and real gluon emission diagrams. We can write all theséneall divergences in a universal form, which is
independent of the hard process (like Drell-Yan produgtiémthe collinear limit, the probabilities of radiating



FIG. 2: Feynman diagrams for the repeated emission of a gluon froim¢bening leg of a Drell-Yan process. The labels
indicate the appearance @f as well as the leading divergence of the phase space integration.

additional partons or splitting into additional partongigen by universal splitting functionsvhich govern the
collinear behavior of the parton-radiation cross section:

1 s d 5 dp?
do ~ 2 Yy pi(a) = 2= Z2F
Otot ™Yy 27 bt

dz Pj(x) (22)

The momentum fraction which the incoming parton transferthé parton entering the hard process is given by
x. The rescaled anglgis one way to integrate over the transverse-momentum spdee splitting kernels are
different for different partons involved:

1+ 22 1 1—2z)2
Pyeqlr) = Cp =50 Pyeqlw) = 0 T
Pyeg(z) =Tg (2° + (1 —z)?)
Py y(x) = C4 <1 fm + “Tx +a(l— w)) (23)

The underlying QCD vertices in these four collinear spid8 are thejqg and ggg vertices. This means that a
gluon can split independently into a pair of quarks and a glagiuons. A quark can only radiate a gluon, which
impliesP,_4(1—z) = P,4(x), depending on which of the two final state partons we areésted in. For these
formulas we have sneaked in the Casimir factor§'Gf{ V), which allow us to generalize our approach beyond
QCD. For practical purposes we can insert the SU(3) valties= (N? — 1)/(2N,) = 4/3,Ca = N. = 3
andTr = 1/2. Once more looking at the different splitting kernels we teg in the soft-daughter limit — 0

the daughter quarks,_, and P, are well defined, while the gluon daughte?s_, and P, are infrared
divergent.

What we need for our partonic subprocegs— Zgq is the splitting of a gluon into two quarks, one of which then
enters the hard Drell-Yan process. In the collinear It splitting is described by, ,. We explicitly see that
there is no additional soft singularity for vanishing quariergy, only the collinear singularity nor pr. This is
good news, since in the absence of virtual corrections wdduzave no idea how to get rid of or cancel this soft
divergence.

If we for example consider repeated collinear gluon emissfban incoming quark leg, we naively get a correction
suppressed by powers of;,, because of the strong coupling of the gluon. Such a chaidugingemissions is
illustrated in Fig. 2. On the other hand, théntegration over each new final state gluon combined withl theor
1/pr divergence in the matrix element squared leads to a podailglg logarithm which can be easiest written in
terms of the upper and lower boundary of fheintegration. This means, at higher orders we expect cooret
of the form

max

J
Otot ™~ Z Cj (as log Z}:ﬂn ) (24)
J

T
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with some factors;. Because the splitting probability is universal, thesedireder corrections can be re-
summed to all orders, just like the gluon self energy. Youaeohow successful perturbation theory becomes
every time we encounter a geometric series? And again, irpldenanalogy with the gluon self energy, this
universal factor can be absorbed into another quantitychvare the parton densities.

However, there are three important differences to the ngraoupling:

First, we are now absorbing IR divergences into runninggpediensities. We are not renormalizing them, because
renormalization is a well-defined procedure to absorb U\édjences into a redefined Lagrangian.

Secondly, the quarks and gluons split into each other, wiieans that the parton densities will form a set of
coupled differential equations which describe their ragninstead of a simple differential equation with a beta
function.

And third, the splitting kernels are not just functions toltiply the parton densities, but they are integration
kernels, so we end up with a coupled set of integro-difféaéetjuations which describe the parton densities as a
function of the factorization scale. These equation arkeddhe Dokshitzer—Gribov—Lipatov—Altarelli—Parisi or
DGLAP equations

dfi(x, ur)  as Loda! T ,
L D) Yo (E) £ ). 25
dlog p%. 2 J /;r x (x’) 1i(@'s pr) (25)

We can discuss this formula briefly: to compute the scale midgrece of a parton densify we have to consider
all partonsj which can split intai. For each splitting process, we have to integrate over atheraum fractions

«’ which can lead to a momentum fractierafter splitting, which means we have to integrateom = to 1. The
relative momentum fraction in the splitting is thepz < 1.

The DGLAP equation by construction resums collinear Idbars. There is another class of logarithms which
can potentially become large, namely soft logaritimsez, corresponding to the soft divergence of the diagonal
splitting kernels. This reflects the fact that if you have éxample a charged particle propagating there are
two ways to radiate photons without any cost in probabibiyher collinear photons or soft photons. We know
from QED that both of these effects lead to finite survivalbadoilities once we sum up these collinear and soft
logarithms. Unfortunately, or fortunately, we have notrsaay experimental evidence of these soft logarithms
dominating the parton densities yet, so we can for now stiddGLAP.

Going back to our original problem, we can now write the hadraross section production for Drell-Yan pro-
duction or other LHC processes as:

1 1
Ttot (LF, UR) = / dxl/ dzo fi(x1, pr) fi(x2, pr) 6ij(x122S, 1R) (26)
0 0

Since our particular Drell-Yan process at leading ordey amiolves weak couplings, it does not includg at
leading order. We will only see; and with it a renormalization scaje; appear at next-to-leading order, when
we include an additional final state parton.

After this derivation, we can attempt a physical interptietaof the factorization scale. The collinear divergence
we encounter for example in thgy — Zq process is absorbed into the parton densities using thesngaiv
collinear splitting kernels. In other words, as long asthedistribution of the matrix element follows eq.(20),
the radiation of any number of additional partons from thepming partons is now included. These additional
partons or jets we obviously cannot veto without getting ipérturbative hell with QCD. This is why we should
really writepp — Z + X when talking about factorization-scale dependent paremsities as defined in eq.(26).

If we look at thedo /dpr distribution of additional partons we can divide the engiase space into two regions.
The collinear region is defined by the leadihgy; behavior. At some point ther distribution will then start
decreasing faster, for example because of phase spacatiang. The transition scale should roughly be the
factorization scale. In the DGLAP evolution we approximateparton radiation as being collinear with the
hadron,i.e. move them from the regiopr < pp onto the poinpr = 0. This kind of pz spectrum can be nicely
studied using bottom parton densities. They have the adgarthat there is no intrinsic bottom content in the
proton. Instead, all bottoms have to arise from gluon spjitwhich we can compute using perturbative QCD.
If we actually compute the bottom parton densities, theofézation scale is not an unphysical free parameter,
but it should at least roughly come out of the calculationhef bottom parton densities. So we can for example
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compute the bottom-induced procéés— H including resummed collinear logarithms using bottom éessor
derive it from the fixed-order procegg — bbH. When comparing ther, spectra it turns out that the bottom
factorization scale is indeed proportional to the Higgs sn@s hard scale), but including a relative factor of the
order1/4. If we naively useur = mpy we will create an inconsistency in the definition of the bttparton
densities which leads to large higher-order corrections.

Going back to thesy spectrum of radiated partons or jets — when the transversaentum of an additional
parton becomes large enough that the matrix element dodsehatve like eq.(20) anymore, this parton is not
well described by the collinear parton densities. We shdelfihitely choose:r such that this highyr range is
not governed by the DGLAP equation. We actually have to camthe hard and now finite matrix elements for
pp — Z+jets to predict the behavior of these jets. How to combinkredr jets as they are included in the parton
densities and hard partonic jets is what the rest of thisiteaill be about.

C. Right or wrong scales

Looking back at the last two sections we introduce the féation and renormalization scales completely in
parallel. First, computing perturbative higher-order toimutions to scattering amplitudes we encounter diver-
gences. Both of them we regularize, for example using diibeakregularization (remember that we had to
choosen = 4 —2¢ < 4 for UV andn > 4 for IR divergences). After absorbing the divergences int-definition

of the respective parameters, referred to as renormalizédr example of the strong coupling in the case of an
UV divergence and as mass factorization absorbing IR dérargs into the parton distributions we are left with a
scale artifact. In both cases, this redefinition was notupestive at fixed order, but involved summing possibly
large logarithms. The evolution of these parameters from remormalization/factorization scale to another is
described either by a simple beta function in the case ofrnealization and by the DGLAP equation in the case
of mass factorization. There is one formal difference betw#hese two otherwise very similar approaches. The
fact that we can actually absorb UV divergences into pregedspendent universal counter terms is called renor-
malizability and has been proven to all orders for the kindanige theories we are dealing with. The universality
of IR splitting kernels has not (yet) in general been proven,on the other hand we have never seen an example
where is failed. Actually, for a while we thought there midpat a problem with factorization in supersymmetric
theories using the supersymmetric version of M@ scheme, but this has since been resolved. A comparison of
the two relevant scales for LHC physics is shown in Tab. |

The way | introduced factorization and renormalizationesalearly describes an artifact of perturbation theory
and the way we have to treat divergences. What actually hagpes include all orders in perturbation theory?

In that case for example the resummation of the self-enargplies is simply one class of diagrams which have to
be included, either order-by-order or rearranged into amaesation. For example the two jet production rate will
then not depend on arbitrarily chosen renormalization @ofézation scaleg. Within the expression for the cross
section, though, we know from the arguments above that we tevaluate renormalized parameters at some
scale. This scale dependence will cancel once we put tagaithis implicit and explicit appearances contributing

to the total rate at all orders. In other words, whateveresaa evaluate the strong couplings at gets compensated

renormalization scalgr |factorization scale:

source ultraviolet divergence |collinear (infrared) divergence
poles cancelledcounter terms parton densities

(renormalization) (mass factorization)
summation resum self energy bubblg®sum collinear logarithms
parameter running couplingys (ur) | parton densityf; (z, ur)
evolution RGE foras DGLAP equation

large scales ||typically decrease of . |typically increase 0o

theory renormalizability factorization
proven for gauge theorigproven all order for DIS
proven order-by-order DY...

TABLE I: Comparison of renormalization and factorization scales afipg#n LHC cross sections.
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by other scale logarithms in the complete expression. lidéh@ case, these logarithms are small and do not spoil
perturbation theory by inducing large logarithms. If wenthof a process with one distinct external scale, like the
Z mass, we know that all these logarithms have the flagn:/m . This logarithm is truly an artifact, because it
would not need to appear if we evaluated everything at theéct external energy scale of the process, namely
mz. In that sense we can even think of the running coupling asianimg observablewhich depends on the
external energy of the process. This energy scale is nottarpative artifact, but the cross section even to all
orders really depends on the external energy scale. Thepoablem is that most processes after analysis cuts
have more than one scale.

We can turn this argument around and estimate the minimuorytlegroron a prediction of a cross section to
be given by the scale dependence in an interval around whatout consider a reasonable scale. Notice that
this error estimate is not at all conservative; for exambéerenormalization scale dependence of the Drell-Yan
production rate is zero, becauag only enters are next-to-leading order. At the same time wawkthat the
next-to-leading order correction to the cross section atltHC is of the order of 30%, which far exceeds the
factorization scale dependence.

Guessing the right scale choice for a process is also hardexample in leading-order Drell-Yan production
there is one scalenz, so any scale logarithm (as described above) has todye/m . If we sety = my all
scale logarithms will vanish. In reality, any observabléhat LHC will include several different scales, which do
not allow us to just define just one ‘correct’ scale. On thespotiand, there are definitely completely wrong scale
choices. For example, using00 x mz as a typical scale in the Drell-Yan process will if nothingeelead to
logarithms of the sizéog 1000 whenever a scale logarithm appears. These logarithms bdedancelled to all
orders in perturbation theory, introducing unreasonadnge higher-order corrections.

When describing jet radiation, people usually introduceasphspace dependent renormalization scale, evaluating
as(pr,j). This choice gives the best kinematic distributions for dloelitional partons, but to compute a cross
section it is the one scale choice which is forbidden by QC@fantorization: scales can only depend on exclusive
observables,e. momenta which are given after integrating over the phaseesg#or the Drell-Yan process such
a scale could beuz, or the mass of heavy new-physics states in their produgtiocess. Otherwise we double-
count logarithms and spoil the collinear resummation. Bubag as we are mostly concerned with distributions,
we even use the transverse-momentum scale very succegs3ilsummarize this brief mess: while there is no
such thing as the correct scale choice, there are more osttead choices, and there are definitely very wrong
choices, which lead to an unstable perturbative behavior.

Of course, these sections on divergences and scales camtio¢ dopic justice. They fall short left and right,
hardly any of the factors are correct (they are not that ingmreither), and | am omitting any formal derivation
of this resummation technique for the parton densities. l@mother hand, we can derive some general message
from them: because we compute cross sections in perturbttemry, the absorption of ubiquitous UV and IR
divergences automatically lead to the appearance of scdlbese scales are actually useful because running
parameters allow us to resum logarithms in perturbatioortheor in other words allow us to compute certain
dominant effects to all orders in perturbation theory, iitespf only computing the hard processes at a given loop
order. This means that any LHC observable we compute wileddmn the factorization and renormalization
scales, and we have to learn how to either get rid of the saperdlence by having the Germans compute
higher and higher loop orders, or use the CalifornianAtatipproach to derive useful scale choices in a relaxed
atmosphere, to make use of the resummed precision of owlaadm.

1. HARD VSCOLLINEAR JETS

Jets are a major problem we are facing at the Tevatron andb&itthe most dangerous problem at the LHC. Let's
face it, the LHC is not built do study QCD effects. To the canyr if we wanted to study QCD, the Tevatron with
its lower luminosity would be the better place to do so. Jets@alLHC by themselves are not interesting, they are
a nuisance and they are the most serious threat to the swfadbsed HC program.

The main difference between QCD at the Tevatron and QCD at i@ is the energy scale of the jets we en-
counter. Collinear jetsr jets with a small transverse momentum, are well descrilyepartons in the collinear
approximation and simulated by a parton shawEhis parton shower is the attempt to undo the approximation
pr — 0 we need to make when we absorb collinear radiation in paiigirilttions using the DGLAP equation.
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Strictly speaking, the parton shower can and should onlyHdlphase space regipn = 0...ur Which is not
covered by explicit additional parton radiation. Such atlet! hard jet®r jets with a large transverse momentum
are described by hard matrix elements which we can compintg tise QCD Feynman rules. Because of the
logarithmic enhancement we have observed for collineaitiaddl partons, there are much more collinear and
soft jets than hard jets.

The problem at the LHC is the range of ‘soft’ or ‘collinear'dathard’. As mentioned above, we can define these
terms by the validity of the collinear approximation in @f). The maximunp; of a collinear jet is the region for
which the jet radiation cross section behaves likgr. We know that for harder and harder jets we will at some
point become limited by the partonic energy available at i€, which means the, distribution of additional
jets will start dropping faster thah/pr. At this point the logarithmic enhancement will cease tesgxand jets
will be described by the regular matrix element squaredautiany resummation.

Quarks and gluons produced in association with gauge bagdhs Tevatron behave like collinear jets far <

20 GeV, because the quarks at the Tevatron are limited in enégiyre LHC, jets produced in association with
tops behave like collinear jets jo- ~ 150 GeV, jets produced with 500 GeV gluinos behave like collirjets

to pr scales larger than 300 GeV. This is not good news, becaubkeeeoljets means many jets, and many jets
produce combinatorical backgroundisruin the missing momentum resolution of the detector. béalyshould
sketch the notion of combinatorical backgrounds: if youlaoking for example for two jets to reconstruct an
invariant mass you can simply plot all events as a functioth@f invariant mass and cut the background by
requiring all event to sit around a peakrin; ;. However, if you have for example three jets in the event yaweh
to decide which of the three jet-jet combinations shouldrgo this distribution. If this seems not possible, you
can alternatively consider two of the three combinationsra®rrelated ‘background’ events. In other words, you
make three histogram entries out of your signal or backgt@awent and consider all background events plus two
of the three signal combinations as background. This wagitheal-to-background ratio decreases frdfy/Np

to Ng/(3Np + 2Ng), i.e. by at least a factor of three. You can guess that picking twtighes out of four
candidates with its six combinations has great potentiadde your analysis a candidate for this circular folder
under your desk. The most famous victim of such combinatariight be the formerly promising Higgs discovery
channebp — ttH with H — bb.

All this means for theorists that at the LHC we have to leany tkmmodel collinear and hard jets reliably. This is
what the remainder of the QCD lectures will be about. Acligithis understanding | consider the most important
developmentin QCD since | started working on physics. Dising the different approaches we will see why such
generalyr jets are hard to understand and even harder to properly aienul

A. Sudakov factors

Before we discuss any physics it makes sense to introduaothalled Sudakov factors which will appear in the
next sections. This technical term is used by QCD expertaisore that other LHC physicists feel inferior and
do not get on their nerves. But, really, Sudakov factors athing but simple survival probabilities. Let us start
with an event which we would expect to ocqutimes, given its probability and given the number of shotise T
probability of observing it times is given by the Poisson distribution

Pap) =" (27)

n!

This distribution will develop a mean at which means most of the time we will indeed see about theatgde
number of events. For large numbers it will become a Gaussiatie opposite direction, using this distribution
we can compute the probability of observing zero eventsciwisP(0; p) = e~P. This formula comes in handy
when we want to know how likely it is that we do not see a partditterg in a certain energy range.

According to the last section, the differential probabilif a parton to split or emit another parton at a sqale
and with the daughter’'s momentum fractioiis given by the splitting kerneP;_; () timesdp?. /p%. This energy
measure is a little tricky because we compute the splittieipdds in the collinear approximation, g8 is the
most inconvenient observable to use. We can approximagphace the transverse momentum by the virtuality
Q, to get to the standard parameterization of parton sgittin| know | am just waving my hands at this stage,
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to understand the more fundamental role of the virtualitywerild have to look into deep inelastic scattering
and factorization. In terms of the virtuality, the spliiiof one parton into two is given by the splitting kernel
integrated over the proper range in the momentum fraation

s dg?
dP(z) = ;—ﬂ_ qiz dx P(z)
Qmax 2 Tmax
Qs dgq
P(@uins Q) = 5 [ %1 do P(a) (29)

min

The splitting kernel we symbolically write a3(z), avoiding indices and the sum over partons appearing in the
DGLAP equation eq.(25). The boundarieg;, andx,,,, we can compute for example in terms of an over-all
minimum value()y and the actual valueg so we drop them for now. Strictly speaking, the double irgkgver

x andg? can lead to two overlapping IR divergences or logarithmsfelsgarithm arising from the: integration
(which we will not discuss further) and the collinear logiam arising from the virtuality integral. This is the
logarithm we are interested in when talking about the pastwwer.

In the expression above we compute the probability that mpavill split into another parton while moving from

a virtuality Q.. down toQ ;. This probability is given by QCD, as described earlier.rdst, we can ask what
the probability is that we will not see a parton splittingrfra parton starting at fixe@,,,. to a variable scalé,
which is precisely the Sudakov factor

A(Q7 Qmax) = e_P(Qanax)

 [Qmax g2 Tmax
= exp l— 9 / o dx P(x)

— s 108” Qmax
o L ~ g% 1087 Qmax/Q (29)
Q q Tmin

The last line omits all kinds of factors, but correctly idéas the logarithms involved, namedy 102%" Qmax/ Q-

B. Jet algorithm

Before discussing methods to describe jets at the LHC weldhioioduce one way to define jets in a detector,
namely thekr jet algorithm Imagine we observe a large number of energy depositiorigeicalorimeter in the
detector which we would like to combine into jets. We knowtttieey come from a smaller number of partons
which originate in the hard QCD process and which since hadengone a sizeable number of splittings. Can we
try to reconstruct partons?

The answer is yes, in the sense that we can combine a largeenwinjets into smaller numbers, where unfortu-
nately nothing tells us what the final number of jets shouldlités makes sense, because in QCD we can produce
an arbitrary number of hard jets in a hard matrix element aratheer arbitrary number via collinear radiation.
The main difference between a hard jet and a jet from partbttiisg is that the latter will have a partner which
originated from the same soft or collinear splitting.

The basic idea of ther algorithm is to ask if a given jet has a soft or collinear parti-or this we have to define

a collinearity measure, which will be something like thenggerse momentum of one jet with respect to another
oney;; ~ kr,;. If one of the two jets is the beam direction, this measurebithecomes; 5 ~ kr ;. We define
two jets as collinear, if;; < ycut Wherey... we have to give to the algorithm. The jet algorithm is simple:

(1) for all final state jets find minimun™® = min,; (yi;, vin)
(2a) if y™" = y;; < yeur Merge jets andyj, go back to (1)
(2b) if y™" = ;5 < Yeur reMove jet, go back to (1)

(2c) if y™ > y., keep all jets, done

The result of the algorithm will of course depend on the nesoh y.... Alternatively, we can just give the
algorithm the minimum number of jets and stop there. The galstion is what ‘combine jets’ means in terms of
the 4-momentum of the new jet. The simplest thing would besbgombine the momentum vectass+k; — k;,
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but we can still either combine the 3-momenta and give thejaeavzero invariant mass (which assumes it indeed
was one parton) or we can add the 4-momenta and get a jet mhgh (means they can come fromz for
example). But these are details for most new-physics searatithe LHC. At this stage we run into a language
issue: what do we really call a jet? | am avoiding this issueséying that jet algorithms definitely start from
calorimeter towers and not jets and then move more and maaads jets, where likely the last iterations could
be described by combining jets into new jets.

From the QCD discussion above it is obvious why theoristéepiek; algorithm over for other algorithms which
define the distance between two jets in a more geometric maajet algorithm combines the complicated energy
deposition in the hadronic calorimeter, and we know thatti@vering probability or theoretically speaking the
collinear splitting probability is best described in terwfsvirtuality or transverse momentum. A transverse-
momentum distance between jets is from a theory point of West suited to combine the right jets into the
original parton from the hard interaction. Moreover, this measure is intrinsically infrared safe, which means
the radiation of an additional soft parton cannot affectdhabal structure of the reconstructed jets. For other
algorithms we have to ensure this property explicitly, and gan find examples for this in QCD lectures by Mike
Seymour.

One problem of thé& algorithm is that noise and the underlying event can eab&sinderstood geometrically
in the 47 detector. Basically, the low-energy jet activity is comstall over the detector, so the easiest thing to
do is just subtract it from each event. How much energy dépesihave to subtract from a reconstructed jet
depends on the actual area the jet covers in the detectorefbhe it is a major step for thier algorithm that it
can indeed compute an IR-safe geometric size of the jet. Engn, if this size is considerably smaller than the
usual geometric measures, the algorithm should at the end of the day turn out to be the beatgerithm at the
LHC.

IV. JET MERGING

So how does a traditional Monte Carlo treat the radiatioretsf jnto the final state? It needs to reverse the sum-
mation of collinear jets done by the DGLAP equation, becgeseadiation is not strictly collinear and does hit
the detector. In other words, it computes probabilitiegéaliating collinear jets from other jets and simulates this
radiation. Because it was the only thing we knew, Monte Gadeed to do this in the collinear approximation.
However, from the brief introduction we know that at the LHE should generally not use the collinear approxi-
mation, which is one of the reason why at the LHC we will usenallv Monte Carlos. Two ways how they work
we will discuss here.

Apart from the collinear approximation for jet radiationsacond problem with Monte Carlo simulation is that
they ‘only do shapes’. In other words, the normalizationhef évent sample will always be perturbatively poorly
defined. The simple reason is that collinear jet radiatiartsfrom a hard process and its production cross section
and from then on works with splitting probabilities, but rewouches the total cross section it started from.
Historically, people use higher-order cross sections tonadize the total cross section in the Monte Carlo. This
is what we call aK factor. K = gimproved /MO — simproved /5LO "t j5 crucial to remember that higher-order
cross sections integrate over unobserved additionalrjdtseifinal state. So when we normalize the Monte Carlo
we assume that we can first integrate over additional jetobatalns™rved and then just normalize the Monte
Carlo which puts back these jets in the collinear approxmnatObviously, we should try to do better than that,
and there are two ways to improve this traditional Monte €agproach.

A. MC@NLO method

When we compute the next-to-leading order correction to ascsection, for example to Drell-Yan production,
we consider all contributions of the ordé-as. There are three obvious sets of Feynman diagrams we have to
square and multiply, namely the Born contributigh— Z, the virtual gluon exchange for example between the
incoming quarks, and the real gluon emissigh— Zg. Another set of diagrams we should not forget are the
crossed channelgy — Zq andgg — Zg. Only amplitudes with the same external particles can barggi) so
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we get the matrix-element-squared contributions

|/\/l]3|2 X GF
2Re My Mp x Gra, |IMzy?x Gra |IMzy Mzl x Grag (30)

Strictly speaking, we should have included the counter senvhich are a modification dfM g|?, shifted by
counter terms of the order;(1/¢ + C'). These counter terms we add to the interference of Born athv/gluon
diagrams to remove the UV divergences. Luckily, this is et part of the contributions we want to discuss.
IR poles can have two sources, soft and collinear divergenthe first kind is cancelled between virtual gluon
exchange and real gluon emission. Again, we are not redlyasted in them.

What we are interested in are the collinear divergences. @hisg from virtual gluon exchange as well as from
gluon emission and from gluon splitting in the crossed cle#nThe collinear limit is described by the splitting
kernels eq.(23), and the divergences are absorbed in ttefirgtion of the parton densities (like an IR pseudo-
renormalization).

To present the idea of MC@NLO Bryan Webber uses a nice toy hvauleh | am going to follow in a shortened
version. It describes simplified particle radiation off ach@rocess: the energy of the system before radiation
is x5 and the energy of the outgoing particle (call it photon omgluis z, sox < x5 < 1. When we compute
next-to-leading order correctioms a hard process, the different contributions (now negigatrossed channels)
are

do| do| B do| R(x)
%B_Bé(x) %’V_as <2€+V> o) dolr = Tz (1)

The constantB describes the Born process and the assumed factorizing jpotbe virtual contribution. The
coupling constant., should be extended by factors 2 andr color factors. We immediately see that the integral
overz in the real emission rate is logarithmically divergent ie 8oft limit, similar to the collinear divergences
we now know and love. From factorizationd, implying universality of the splitting kernels) we know thHa

the collinear and soft limits the real emission part has twale like the Born matrix elemetiin, .o R(z) = B.

The logarithmic IR divergence we extract in dimensionaltagzation, as we already did for the virtual correc-
tions. The expectation value of any infrared safe obseevalr the entire phase space is then given by

Or=ut [ @ 0D [%) L) ],

x2¢ | dx ‘B delv  dxlr (32)
Dimensional regularization yields this additional factgr:2¢, which is precisely the factor whose mass unit we
cancel introducing the factorization scalés. This renormalization scale factor we will casually droptie
following.

When we compute a distribution of for example the energy ofafrtbe heavy particles in the process, we can
extract a histogram from of the integral fa@) and obtain a normalized distribution. However, to computehs

a histogram we have to numerically integrate oveland the individual parts of the integrand are not actually
integrable. To cure this problem, we can use the subtraatiethodto define integrable functions under the
integral. From the real emission contribution we subtract taen add a smartly chosen term:

Om= [ @D | _ [, O o)

T2 % xr2e xT
1 1 1 asR(x)O(z)  asBO(0)
=0 B O(O)/O dl’m +\/O dx < $1+26 - l’1+26 >
Ly 1 R(2)O(x) — BO(0)
=a, B O(O)/O dxm +053/0 dx p1+2e
1 —
o B0 [y, M0t 0 =
€ 0

In the second integral we take the limit- 0 because the asymptotic behaviot/t{f: — 0) makes the numerator
vanish and hence regularizes this integral without any dsimmal regularization required. The first term precisely
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cancels the (soft) divergence from the virtual correctidfe end up with a perfectly finite integral for all three
contributions

z) O(x) — B O(0)

(0) = B O(0) + asV 0(0) + s /1 iz
0

— /01 dx [0(0) (B+asv — asf> +O(z) as Rf)] (34)

This procedure is one of the standard methods to computetmdstiding order corrections involving one-loop
virtual contributions and the emission of one additionatga This formula is a little tricky: usually, the Born-
type kinematics would come with an explicit factx), which in this special case we can omit because of the
integration boundaries. We can re-write the same formutarims of a derivative

do ! B R(x)

— = dx |I B+a,V—a,— | +1 . 35
70 /0 I[(O)Lo< +asV Oé($>+ (O)nro @ - } (35)
The transfer functiod (O) is defined in a way that formally does precisely what we dicdbbefat leading order
we evaluate it using the Born kinematies= 0 while allowing for a generat = 0--- 1 for the real emission
kinematics.

In this calculation we have integrated over the entire plspsee of the additional parton. For a hard additional
parton or jet everything looks well defined and finite. On ttreeohand, we cancel an IR divergence in the virtual
corrections proportional to a Born-type momentum confitjonad (=) with another IR divergence which appears
after integrating over small but finite values:of- 0. In a histogram in:, where we encounter the real-emission
divergence at smalt, this divergence is cancelled by a negative delta disiobuight atz = 0. Obviously, this
will not give us a well-behaved distribution. What we woulther want is a way to smear out this pole such that
it coincides with the in that range justified collinear appneation and cancels the real emission over the entire
low-x range. At the same time it has to leave the hard emissiontiatatwhen integrated give the same result
as the next-to-leading oder rate. Such a modification wal tee emission probability or Sudakov factors. We
can define an emission probability of a particle with an epdraction z asdP = a,FE(z)/zdz. Note that we
have avoided the complicated proper two—dimensional gesnr in favor of this simpler picture just in terms of
particle energy fractions.

Let us consider a perfectly fine observable, the radiatedophspectrum as a function of the (external) energy
scalez. We know what this spectrum has to look like for the two kinemeonfigurations

do| BE(z) do _ R(z2)
dzlo— % 2 dz o~ T2 (36)

The first term corresponds to parton shower radiation fraeBrn diagram (at order,), while the second term
is the real emission defined above. The transfer functionsvardd have to include in eq.(35) to arrive at this
equation for the observable are

Iz, 1)’LO T
I(z,xM)‘NLO =0(z—x)+as @ O(rp(z) — 2) (37)

The additional second term in the real-radiation transfecfion arises from a parton shower acting on the real
emission process. It explicitly requires that enough enbes to be available to radiate a photon with an energy
z, Wherex ) is the energy available at the respective stage of showereng: < x ;.
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These transfer functions we can include in eq.(35), whictobres

dz T

= /01 dz _as@ (B+asV %f) + (6(z — 2) + O(ay)) asR(w)}

z T

1 _
do —/ dx |1(z,1) (BJrasV asB> +1(z,x0m) as R(x)]
o | x

_ /01 dz |y Bi(z) +a, Riz)} +0(a?)

o, PEOHRE) | o2) (38)

All Born-type contributions proportional & z) have vanished by definition. This means we should be able to in
tegrate the: distribution to the total cross sectief),; with a z.,;, cutoff for consistency. However, the distribution
we obtained above has an additional term which spoils thiseagent, so we are still missing something.

On the other hand, we also knew we would fall short, because wh described in words about a subtraction term
for finite z cancelling the real emission we have not yet included. Thdams, first we have to add a subtraction
term to the real emission which cancels the fixed-order dmrttons for smallr values. Because of factorization
we know how to write such a subtraction term using the sptitfunction, called® in this example:

R(z) _ R@) -BE@)

(39)

To avoid double counting we have to add this parton showdnédrn-type contribution, now in the collinear
limit, which leads us to a modified version of eq.(35)

do ! asB  a;BE(x)
a0~ J, de | 1(0,1) (B—i—aSV— . + . )
HI(0,237) 0, ML= PR (40)

When we again compute thespectrum to ordety, there will be an additional contribution from the Born-type

kinematics
! BE
do _/ dz o, BE(2) + R(2) +0(a?)
0

dz z s

o [as BEG) 4 RG) _, 5a—2) BE("”)} +0(a2)
0 z x
_ /1 i BE(z2) + R(z) — BE(z) + 0(a?)
0 z
— o, BB | 002 (41)

z

which gives us the distribution we expected, without anyldewounting.

In other words, this scheme implemented in the MC@NLO MordddCdescribes the hard emission just like a
next-to-leading order calculation, including the nextgading order normalization. On top of that, it simulates
additional collinear particle emissions using the Suddiator. This is precisely what the parton shower does.
Most importantly, it avoids double counting between the fiiagrd emission and the collinear jets, which means
it describes the entirg; range of jet emission for the first and hardesdiated jet consistently. Additional jets,
which do not appear in the next-to-leading order calcufatice simply added by the parton showiez, in the
collinear approximation. What looked to easy in our toy exknip of course much harder in the mean QCD
reality, but the general idea is the same: to combine a fixddraNLO calculation with a parton shower one
can think of the parton shower as a contribution which canaegiroperly defined subtraction term which we can
include as part of the real emission contribution.
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B. CKKW method

The one weakness of the MC@NLO method is that it only dessrilme hard jet properly and relies on a parton
shower and its collinear approximation to simulate the fiaing jets. Following the general rule that there is no
such thing as a free lunch we can improve on the number ofatymescribed jets, which unfortunately will cost
us the next-to-leading order normalization.

For simplicity, we will limit our discussion to final statediation, for example in the inverse Drell-Yan process
ete™ — gq. We know already that this final state is likely to evolve intore than two jets. First, we can radiate
a gluon off one of the quark legs, which gives uggg final state, provided outr algorithm findsy;; > yeut.
Additional splittings can also give us any number of jets] dns not clear how we can combine these different
channels.

Each of these processes can be described either using elatmgnts or using a parton shower, where ‘describe’
means for example compute the relative probability of diffé phase space configurations. The parton shower
will do well for jets which are fairly collineary;; < yini. In contrast, if for our closest jets we fing; > yini, we
know that collinear logarithms did not play a major role, s@e@an and should use the hard matrix element. How
do we combine these two approaches?

The CKKW scheme tackles this multi-jet problem. It first &l us to combine final states with a
different number of jetsand then ensures that we can add a parton shower withoutaubledcounting. The
only thing I will never understand is that they labelled tfasition scale as ‘ini’.

Using Sudakov factors we can first construct the probadsliti generatingn—jet events from a hard two—jet
production process. These probabilities make no assungio how we compute the actual kinematics of the jet
radiation,i.e. if we model collinear jets with a parton shower or hard jetthva matrix element. This way we
will also get a rough idea how Sudakov factors work in practieor the two—jet and three—jet final states, we will
see that we only have to consider the splitting probalslitie the different partons

. QCF Oés(Qout) (1 Qin _ 3)

Fq(Qouta Qin) = quq(Qoutv Qin) - . Q . og Q . 4
C s ou in
Ty (@ont Qi) = Ty Qo Q) = 22 222) (1 D ) “2)

The virtualitiesQin 0wt coOrrespond to the incoming (mother) and outgoing (daugyptton. Unfortunately, this
formula is somewhat understandable from the argument éefod fromP,._,, but not quite. That has to do
with the fact that these splittings are not only collineatiyergent, but also softly divergent, as we can see in the
limits x — 0 andx — 1 in eq.(23). These divergences we have to subtract first,estotinulas for the splitting
probabilitiesl’, , look unfamiliar. In addition, we find finite terms arising fnonext-to-leading logarithms which
spoil the limitQ.,s — Qin, Where the probability of no splitting should go to unity. tB least we can see the
leading (collinear) logarithnibg Qi /Qous- Technically, we can deal with the finite terms in the Sudaleotors

by requiring them to be positive semi-definite. by replacingl’(Qous, Qin) < 0 by zero.

Given the splitting probabilities we can write down the Skalafactor, which is the probability of not radiating
any hard and collinear gluon between the two virtualities:

out

Qin
Aq,g (Qouta Qin) = exXp [_/ dq Fq7g (q> Qin>‘| (43)

This integral boundaries ag,,; < Qin. This description we can generalize for all splittings_; we wrote
down before.

First, we can compute the probability that we see exactlygammons which means that none of the two quarks
radiate a resolved gluon between the virtualitigsand@),, where we assume th&l; < Q- gives the scale for
this resolution. It is simplyA,(Q1, Qg)]z, once for each quark, so that was easy.

Next, what is the probability that the two—jet final state lees exactly into three partois We know that it
contains a facto,(Q1, Q2) for one untouched quark. If we label the point of splittingtie matrix elemen®),
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for the quark, there has to be a probability for the secondlgieaget from@); to ), untouched, but we leave
this to later. After splitting with the probability,(Q, Q,), this quark has to survive 1@, so we have a factor
Ay(Q1,Qq). Let's call the virtuality of the radiated gluon after spiig @4, then we find the gluon’s survival
probability A, (Q1, Q). So what we have until now is

Aq(Qh Q2) Fq(Q2v Qq) Aq(le Qq) Ag(Ql» Qg) e (44)

That's all there is, with the exception of the intermediataidg. Naively, we would guess its survival probability
between, and @, to be A,(Q,, Q2), but that is not correct. That would imply no splittings resd atQ,,
but what we really mean is no splitting resolved latejat < @Q,. Instead, we compute the probability of no
splitting betweern), and @, from A,(Q1, Q=) under the additional condition that splittings fragh, down to
()1 are now allowed. If no splitting occurs betwe@n and@), this simply gives ug\,(Q1, Q2) for the Sudakov
factor betweer), and@),. If one splitting happens aftep, this is fine, but we need to add this combination to
the Sudakov betwee®),; and@,. Allowing an arbitrary number of possible splittings beene), andQ; gives

us

Q1
Ag(Q1,Q2) |1+ g dgTy(q, Q1)+ | =
- “ _ 24(Q1,02)
= 8q(Q1,Q2) eXP[ o dg Tq(q, Q1) | = NGRAR (45)

So once again: the probability of nothing happening betw@erand (), we compute from the probability of
nothing happening betwe&p, andQ); times possible splittings betweéh, andQ);.

Collecting all these factors gives the combined probahiliat we find exactly three partons at a virtualiyy

A
A4(Q1,Q2) Tg(@2: Qa) 84(Q1,Qq) 29(Q1, Q) m

= g(Q2,Qq) [A¢(Q1,Q2)] Ag(Q1,Qy) (46)

This result is pretty much what we would expected: both geigyd through untouched, just like in the two—
parton case. But in addition we need exactly one splittirglpcing a gluon, and this gluon cannot split further.
This example illustrates how it is fairly easy to computesthprobabilities using Sudakov factors: adding a gluon
corresponds to adding a splitting probability times thevisait probability for this gluon, everything else magigall
drops out. At the end, we only integrate over the splittinmp@, .

The first part of the CKKW scheme we illustrate is how to coreldifferentn—parton channels in one framework.
Knowing some of the basics we can write down the (simplifieKK®/ algorithm for final state radiation. As

a starting point, we compute all leading-order cross sestifor n-jet production with a lower cutoff af;,;.
This cutoff ensures that all jets are hard and thatal] are finite. The second indeéxdescribes different non-
interfering parton configurations, likgigg andqgqq for n = 4. The purpose of the algorithm is to assign a weight
(probability, matrix element squared,...) to a given phasace point, statistically picking the correct process and
combining them properly.

(1) for each jet final statén, i) compute the relative probabilit®, ; = 0,/ > o ;; select a final state with
this probability 7, ;

(2) distribute the jet momenta to match the external pasiah the matrix element and compuue! |2
(3) use thékr algorithm to compute the virtualitigd; for each splitting in this matrix element

(4) for each internal line going fror; to Q;, compute the Sudakov factdt(Q1, @;)/A(Q1, Qx), whereQ
is the final resolution of the evolution. For any final stateelstarting aty; apply A(Q1, @;). All these
factors combined give the combined survival probabilitgatéded above.
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The matrix element weight times the survival probabilityydse used to compute distributions from weighted
events or to decide if to keep or discard an event when pradugiweighted events. The line of Sudakov factors
ensures that the relative weight of the differerjet rates is identical to the probabilities we just computEheir
kinematics, however, are hard—jet configuration withoyt@silinear assumption. There is one remaining subtlety
in this procedure which | am skipping. This is the re-weigbtof s, because the hard matrix element will be
typically computed with a fixed hard renormalization scalkile the parton shower only works with a scale fixed
by the virtuality of the respective splitting. But those degfails, and there will be many more details in which
different implementations of the CKKW scheme differ.

The second question is what we have to do to match the harikrelment with the parton shower at a critical
resolution pointy,; = Q%/Q3. FromQ; to Q, we will use the parton shower, but above this the matrix etfgme
will be the better description. For both regimes we alreadigvk how to combine different—jet processes. On
the other hand, we need to make sure that this last step doksaddo any double counting. From the discussion
above, we know that Sudakovs which describe the evolutidwden scales but use a lower virtuality as the
resolution point are going to be the problem. On the othedhae also know how to describe this behavior using
the additional splitting factors we used for tfpg - - - @, range. Carefully distinguishing the virtuality scale ofth
actual splitting and the scale of jet resolution is the keyicl we have to combine with the fact that in the CKKW
method starts each parton shower at the point where thenpfirsd appears. It turns out that we can use this
argument to keep the resolution ranges v;,; andy < yin; Separate, without any double counting. There is a
simple way to check this, namely the question if the dependencdrops out of the final combined probabilities.
And the answer for final state radiation is yes, as provenenotiiginal paper, including a hypothetical next-to-
leading logarithm parton shower.

One widely used variant of CKKW is Michelangelo Manganao’s Milscheme for example implemented in Alp-
gen or Madevent. Its main difference to the classical CKK\& it avoids computing the corresponding survival
properties using Sudakov form factors. Instead, it vetoests which CKKW would have cut using the Sudakov
rescaling. This way it avoids problems with splitting probiisies beyond the leading logarithms, for example the
finite terms appearing in eq.(42) which can otherwise leadrtosmatch between the actual shower evolution and
the analytic expressions of the Sudakov factors. Its vepoageh allows the MLM scheme to combine a set of
n—parton events after they have been generated using harit elaments. Its parton shower is then not needed
to compute a Sudakov reweighting. On the other hand, to auerdbpiven sample of events the parton shower has
to start from an external scale, which should be chosen astifest) scale of the process.

Once the parton shower has defined the complete event, wetmeledide if this event needs to be removed to
avoid double counting due to an overlap of simulated cadlirend hard radiation. After applying a jet algorithm
(whichin the case of Alpgen is a cone algorithm and in casead@&tent is & algorithm) we can simply compare
the hard event with the showered event by identifying eacbnstructed showered jet with the partons we started
from. If all jet—parton combinations match and there are additional resolved jets apart from the highest-
multiplicity sample we know that the showering has not altethe hard-jet structure of the event, otherwise the
event has to go.

Unfortunately, the vetoing approach does not completele she MLM scheme the backwards evolution of a
generated event, since we still need to know the energy turality scales at which partons split to fix the scale
of the strong coupling. If we know the Feynman diagrams wihéeld to each event, we can check that a certain
splitting is actually possible in its color structure.

In my non-expert user's mind, all merging schemes are cdna#lp similar enough that we should expect them
to reproduce each others’ results, and they largely do. lBudevil is in the details, and we have to watch out for
example for threshold kinks in jet distributions which stwbniot be there.

||[MC@NLO (Herwig)] CKKW (Sherpa)

hard jets first jet correct all jets correct

collinear jets ||all jets correct, tuneghll jets correct, tuned
normalizatior)| correct to NLO correct to LO plus real emission
variants Powheg,... MLM-Alpgen, MadEvent,...

TABLE II: Comparison of the MC@NLO and CKKW schemes combining celinand hard jets.
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FIG. 3: Number of additional jets with a transverse momentum of at léast 300 GeV radiated from top pair production
and the production of heavy states at the LHC. As an example for saely btates we use a pair of scalar gluons with a mass
of 300 or 600 GeV, pair-produced in gluon fusion. The figures aymfa forthcoming paper with Tim Tait, produced with
MadEvent using it's modified MLM algorithm — thanks to Johan Alwall.

To summarize, we can use the CKKW or MLM schemes to combifet events with variable and at the same
time combine matrix element and parton shower descriptidribe jet kinematics. In other words, we can for
example simulat& + n jets production at the LHC, where all we have to do is cut aéftikmber of jets at some
point where we cannot compute the matrix element anymoris.cBmbination will describe all jets correctly over
the entire collinear and hard phase space. In Fig.3 we shewumber of jets produced in association with a pair
of top quarks and a pair of heavy new states at the LHC. Thélslefahese heavy scalar gluons are secondary
for the basic features of these distributions, the only ip&tar which matters is their masse. the hard scale

of the process which sets the factorization scale and detreespper limit of collinearly enhanced initial-state
radiation. We see that heavy states tend to come with sge¢sabdiated with transverse momenta up to 30 GeV,
where most of these jets vanish once we require transversgenta of at least 100 GeV. Looking at this figure
you can immediately see that a suggested analysis whiclx&mnggle asks for a reconstruction of tWid decay
jets better give you a very good argument why it should notwansped by combinatorics.

Looking at the individual columns in Fig.3 there is one thimg have to keep in mind: each of the merged matrix
elements combined into this sample is computed at leadithgy athe emission of real particles is included, while
virtual corrections are not (completely) there. In otherds in contrast to MC@NLO this procedure gives us
all jet distributions but leaves the normalization freestjlike an old-fashioned Monte Carlo. The main features
and shortcomings of the two merging schemes are summariZebill. A careful study of the associated theory
errors for example foZ +jets production and the associated rates and shapes | byetrtome across, but watch
out for it.

As mentioned before — there is no such thing as a free lunchit @wup to the competent user to pick the scheme
which suits their problem best. If there is a well-defineddsrale in the process, the old-fashioned Monte Carlo
with a tuned parton shower will be fine, and itis by far thedastethod. Sometimes we are only interested in one
hard jet, so we can use MC@NLO and benefit from the correct alization. And in other cases we really need
a large number of jets correctly described, which means CKal/ some external normalization. This decision
is not based on chemistry, philosophy or sports, it is base@©D. What we LHC phenomenologists have to do
is to get it right and know why we got it right.

On the other hand | am not getting tired of emphasizing thatabnceptual progress in QCD describing jet
radiation for all transverse-momentum scales is absglutelcial for LHC analyses. If | were a string theorist

I would definitely call this achievement a revolution or evero, like 1917 but with the trombones and cannons
of Tchaikovsky’s 1812. In contrast to a lot of progress inaifedical physics jet merging solves a very serious
problem which would have limited our ability to understand@ data, no matter what kind of Higgs or new
physics we are looking for. And | am not sure if | got the messagross — the QCD aspects behind it are not
trivial at all. If you feel like looking at a tough problemytto prove that CKKW and MLM work for initial-state
and final-state radiation...

Before we move on, let me illustrate why in Higgs or exoticarsbes at the LHC we really care about this kind
of progress in QCD. One way to look for heavy particles damgynto jets, leptons and missing energy is the
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FIG. 4. Transverse momentum arflr distributions forZ+jets production at the LHC. The two curves correspond to the
Sherpa parton shower starting from Drell-Yan production and the fullgegesample including up to three hard jets. These
distributions describe typical backgrounds for searches for jets gksinmg energy, which could originate in supersymmetric
squark and gluino production. Thank you to Steffen Schumann amp&Ffar providing these Figures.

variable

Hr =Fr + Z Er; + ZET,Z

g £
=pr+ ZpT,j + Zp” (for massless quarks, leptons) 47)
7 4

which for gluon-induced QCD processes should be as smatissige, while the signal’s scale will be determined
by the new particle masses. For the background proZegsts, this distribution as well as the missing energy
distribution using CKKW as well as a parton shower (both frStrerpa) are shown in Fig. 4. The two curves
beautifully show that the naive parton shower is not a goastidietion of QCD background processes to the
production of heavy particles. We can probably use a cheyragiproach and tune the parton shower to correctly
describe the data even in this parameter region, but we woa#d likely violate basic concepts like factorization.
How much you care about this violation is up to you, becausdnasv that there is a steep gradient in theory
standards from first-principle calculations of hard scattgall the way to hadronization string models...

V. SIMULATING LHC EVENTS

In the third main section | will try to cover a few topics of @mest to LHC physicists, but which are not really
theory problems. Because they are crucial for our simulata¥ LHC signatures and can turn into sources of great
embarrassment when we get them wrong in public.

A. Missing energy

Some of the most interesting signatures at the LHC involvk deatter particles. Typically, we would produce
strongly interacting new particles which then decay to tleakly interacting dark matter agent. On the way, the
originally produced particles have to radiate quarks ooty to get rid of their color charge. If they also radiate
leptons, those can be very useful to trigger on the eventseahate QCD backgrounds.

At the end of the last section we talked about the proper sitiwul of 17 +jets andZ+jets backgrounds to such sig-
nals. It turns out that jet merging predicts considerabigdamissing transverse momentum from QCD sources,
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FIG. 5: Missing energy distribution from the early running phase of the£xperiment at the Tevatron. This figure | got
from Beate Heinemann’s lectures web site.

so theoretically we are on fairly safe ground. However, ihisot the whole story of missing transverse momen-
tum. | should say that | skipped most of this section, bec®eter Wittich knows much more about it and covered
it really nicely. But it might nevertheless be useful to umbé it in this writeup.

Fig. 5 is a historic missing transverse energy distribufimm DZero. It nicely illustrates that by just measur-
ing missing energy, Tevatron would have discovered suparsstry with two beautiful peaks in the missing-
momentum distribution around 150 GeV and around 350 GeV.dwew this distribution has nothing to do with
physics, it is purely a detector effect.

The problem of missing energy can be illustrated with a sinmpimber: to identify and measure a lepton we need
around 500 out of 200000 calorimeter cells in an experim&atAtlas, while for missing energy we need all of
them. Therefore, we need to understand our detectors reallfo even cut on a variable like missing transverse
momentum, and for this level of understanding we need tingd@minosity. Unless something goes wrong with
the machine, | would not expect us to find anything reasonabéarly-running LHC data including a missing
energy cut — really, we should not use the phrases ‘missirggghand ‘early running’ in the same sentences or
papers.

There are three sources of missing energy which our expataheolleagues have to understand before we get to
look at such distributions:

First, we have to subtract bad runs. This means that for a tewshparts of the detector might not have worked
properly. We can identify such bad runs by looking at Stadiddodel physics, like gauge bosons, and remove
them from the data sample.

Next, there is usually coherent noise in the calorimeter2@f000 cells we know that some of them will indi-
vidually fail or produce noise. However, some sources of@dike leaking voltage or other electronic noise can
be correlated geometricallye. coherent. Such noise will lead to beautiful missing momensignals. In the
same spirit, there might also be particles crossing ourcti@tebut not coming from the interaction point. Such
particles can be cosmic rays or errand beam radiation, aydwiil lead to unbalanced energy deposition in the
calorimeter. The way to get rid of such noise is again looKmgStandard Model candles and remove sets of
events where such problems occur.

The third class of fake missing energy is failing calorimetells, like continuously hot cells or dead cells, which
can be removed after we know the detector really well.

Once we understand all the source of fake missing momenturwawédocus on real missing momentum. This
missing transverse momentum is trivially computed fromnimmentum measurement of all tracks seen in the
detector. This means that any uncertainty on these measuotgntike the jet or lepton energy scale will smear
the missing momentum. Moreover, we know that there is fongta dead matter in the detector, so we have to
compensate for this. This compensation is obviously a ¢glodr@ection to individual events, which means it will
generally smear the missing energy distribution. So wherampute a realistic missing transverse momentum
distribution at the LHC we have to smear all jet and lepton mota, and in addition apply a Gaussian smearing
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of the order
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While this sounds like a trivial piece of information | canmwount the number of papers | get to referee where peo-
ple forgot this smearing and discovered great channelotoflr Higgs bosons or new physics at the LHC which
completely fall apart when experimentalists take a carlefuk. Here comes another great piece of phenomenol-
ogy wisdom: phenomenological studies are right or wrongtas the outcome if they can be reproduced by real
experimentalists and real detectors — at least once we makeosir experimentalist friends did not screw it up
again....

(48)

B. Phasespaceintegration

At the very beginning of this lecture we discussed how to aasmphe total cross section for interesting processes.
What we skipped is how to numerically compute such cross@etiObviously, since the parton densities are not
known in a closed analytical form, we will have to rely on nuioal integration tools. Looking at a simpke— 2
process we can write the total cross section as

1
Crot = /dqﬁ/dcos&/d:rl/dxg Fpg |IM[? :/ dyy - - - dys Jps () IM]? (49)
0

The different factors are shown in eq.(21). In the seconp wte have rewritten the phase space integral as an
integral over the four—dimensional unit cube, with the ajppiate Jacobian. Like any integral we can numerically
evaluate this phase space integral by binning the variablmtegrate over:

1
/0 dy f(y) — Z(Ay)jf(yj) NAny(yj) (50)

Whenever we talk about numerical integration we can withowtlass of generality assume that the integration
boundaries are 0...1. The integration variaplee can divide into a discrete set of poits for example defined
as equi-distant on thg axis or by choosing some kind of random numbet[0, 1]. In the latter case we need
to keep track of the bin width§Ay);. In a minute, we will discuss how such a random number can bserh

in more or less smart ways; but before we discuss how to betae such an integral numerically, let us first
illustrate that this integral is much more useful than justvling the total cross section. If we are interested in
a distribution of an observable, like for example the disttion of the transverse momentum of a muon in the
Drell-Yan process, we need to computgpr)/dpr. This distribution is given by:

do
— dyi -+ - d ) = dy; —
o /yl YN f(y) /2/1 dyr

do| _ /dyg---dyN f0) = /dy1~--dyN F@) 6y — o) (51)

dy1

Yy

We can compute this distribution numerically in two ways. eOmay would be to numerically evaluate the
Y2 - - - yn integrations and just leave out the integration. The result will be a function @f which we can
evaluate at any poing). This method is what | for example used for Prospino, whend wa@raduate student.
The second and much smarter option corresponds to the tasirtehe equation above, with the delta distribu-
tion defined for discretized,. This is not hard to do: first, we define an array the size of tmalyer of bins in
they; integration. Then, for eacly value of the complete; - - - y integration we decide where it goes in this
array and add(¢) to this array. And finally, we prinf(y;) to see the distribution. This array is referred to as a
histogram and can be produced for example using the Cerfhib.histogram approadoes not look like much,
but imagine you want to compute a distributiésn/dpr, wherepr (%) is a complicated function of the integration
variables, so you want to compute:

do.
dpr

- / dys -+ dyn £(3) 5 (pr (@) — p%) (52)
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Histograms mean that when we compute the total cross seatitirely numerically we can trivially extract all
distributions in the same process.

The procedure outlined above has an interesting intetmatalmagine we do the entire phase space integra-
tions numerically. Just like computing the interestingeriiables we can compute the momenta of all external
particles. These momenta are not all independent, becdus®emgy—momentum conservation, but this can be
taken care of. The tool which translates the vector of irsttgn variableg; into the external momenta is called a
phase space generat@ecause the phase space is not uniquely defined in terms @ftdgration variables, the
phase space generator also has to return the Jacéhiathe phase space weight. If we think of the integration as
an integration over the unit cube, this weight is combinetthwie matrix element squar¢;d/l|2. Once we com-
pute the unique phase space configuration k2, p1 - - - pas); Which corresponds to the vectgy the combined
weight W = Jpg |/\/l\2 is simply the probability that this configuration will appest the LHC. Which means,
we do not only integrate over the phase space, we really atealvents at the LHC. The only complication is
that the probability of a certain configuration is not onlyagi my the frequency with which it appears, but also
by the additional explicit weight. So when we run our numariategration through the phase space generator
and histogram all the distributions we are interested ineadly generate weighted eveni&hese events,e. the
momenta of all external particles and the weight we can for example store in a big file.

This simulation is not quite what experimentalists want —eythvant to represent the probability of a certain
configuration appearing only by its frequency. This meanshase to unweight the events and translate the
weight into frequency. To achieve this we normalize all ouerg weights to the maximum weighty,,., i.e.
compute the ratidV; /Wiax€[0, 1], generate a flatly distributed random numbej0, 1], and keep the event if
W;/Wmax > r. This guarantees that each evgrsurvives with a probability?; /Wi, Which is exactly what

we want — the higher the weight the more likely the event stae challenge in this translation is only that we
will lose events, which means that our distributions wikaifything become more ragged. So if it weren’t for the
experimentalists we would never use unweighted evestsould add that experimentalists have a good reason to
want such unweighted events, because they feed best thtfogiglletector simulations.

The last comment is that if the phase space configurdfi@nks, p1 - - - par); can be measured, its weight;
better be positive. This is not trivial once we go beyond iegdrder. There, we need to add several contributions
to produce a physical event, like for example differenparticle final states, and there is no need for all of them to
be positive. All we have to guarantee is that after addinglgpatributions and after integrating over any kind of
unphysical degree of freedom we might have introduced, thlegility of a physics configuration is positive. For
example, negative values for parton densities are not @naddiic, as long as we always have a positive hadronic
ratedo,,—. x > 0.

The numerical phase space integration for many particlessfawo problems. First, the partonic phase space for
M on-shell particles in the final state h#%&\/ + 2) — 3 dimensions. If we divide each of these directions in 100
bins, the number of phase space points we need to evaluadefes 4 process i00'° = 103, which is not
realistic.

To integrate over a large number of dimensions we use Monte @aegration In this approach we define

a distributionpy (y) such that for a one-dimensional integral we can replace itheed discretized integral in
eq.(50) with a discretized version based on a set of randonbatsY; over they integration space

W)= [ e — 5w 53

All we have to make sure is that the probability of returnkjgs given bypy- (y) fory < Y; < y+dy. This form
has the advantage that we can naively generalize it to anpeuain dimensions, just by organizing the random
numbersy; in one large vector instead of andimensional array.

Ourn-dimensional phase space integral listed above we cantectlig same way:

L o [ SG ) 1§ S0)
= [ T = () Nl 4

In other words, we have written the phase space integral inaaedized way which naively does not involve the
number of dimensions any longer. All we have to do to compeéritegral is average ové¥ phase space values
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of f/py. In the ideal case where we exactly know the form of the irtedrand can map it into our random
numbers, the error of the numerical integration will be zé8o what we have to find is a way to encofi&’;)

into py (Y;). This task is called importance sampliagd you will have to find some documentation for example
on Vegas to look at the details.

Technically, you will find that Vegas will call the functionhich computes the weight” = Jps| M|? for a number

of phase space points and average over these points, budiimglanother weight factdi/y;c representing the
importance sampling. If you want to extract distributions istograms you have to therefore add the total weight
W = WacJps|M|? to the columns.

The second numerical challenge is that the matrix elemenigateresting processes are by no means flat, and we
would like to help our adaptive (importance sampling) MoGtelo by defining the integration variables such that
the integrand is as flat as possible. Take for example thgratien over the partonic momentum fraction, where
the integrand is usually falling off at least &5z. So we can substitute

dl -t
/d;c ¢ :/ dlogz ( ng> C_ [ dlogzc (55)
s T log 6 dzr T

log o

and improve our integration significantly. Moving on to a meelevant example: particularly painful are inter-
mediate particles with Breit—-Wigner propagators squandtich we need to integrate over the momentug p?
flowing through:

1
(s — m2)2 + m2T2

P(s,m) = (56)

For example the Standard-Model Higgs boson with a mass ofd&0 has a width around.005 GeV, which
means that the integration over the invariant mass of thgdHigcay productg’s requires a relative resolution of
10~5. Since this is unlikely to be achievable, what we shouldlyedo is find a substitution which produces the
inverse Breit—Wigner as a Jacobian and leads to a flat imdgra et voi&

[ —
(s —m?2)2 +m2I'2 “ \ds (s —m?2)2 + m?2T?

B /dz (s —m?)? + m?I? C
N mD (s —m?)% +m?2I?
1 : —m?
- / dzC  with  tanz=-> " (57)
mI’ mI’

This is the coolest phase space mapditgve seen, and it is incredibly useful. Of course, an adapflonte
Carlo will eventually converge on such an integrand, but Breresen set of integration parameters will speed up
our simulations significantly.

C. Hélicity amplitudes

When we compute a transition amplitude, what we usually dorigevdown all spinors, polarization vectors,
interaction vertices and propagators and square the ameldnalytically to getM|2. Of course, nobody does
gamma—matrix traces by hand anymore, instead we use pduaosfs like Form. But we can do even better. As
an example, let us consider the simple proeess— v* — pu~. The structure of the amplitude in the Dirac
indices involves one vector current on each idey,uy). For eachy = 0-- - 3 this object gives a c-number,
even though the spinors have four components and each garatriaima4 x 4 matrix as well. The intermediate
photon propagator has the forp, /s, which is a simple number as well and implies a sum qver both of the
currents forming the matrix element.

Instead of squaring this amplitude symbolically we can fishpute it numerically, just inserting the correct nu-
merical values for each component of each spinor etc, withruaring it. MadGraph is a tool which automatically
produces a Fortran routine which calls the appropriatetions from the Helas library, to do precisely that. For
our toy process the MadGraph output looks roughly like:
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REAL*8 FUNCTION UUB_MUPMUM(P,NHEL)

FUNCTION GENERATED BY MADGRAPH
RETURNS AMPLITUDE SQUARED SUMMED/AVG OVER COLORS
FOR PROCESS : u u™ -> mu+ mu-

O0000

INTEGER NGRAPHS, NEIGEN, NEXTERNAL
PARAMETER (NGRAPHS= 1,NEIGEN= 1,NEXTERNAL=4)
INTEGER NWAVEFUNCS , NCOLOR

PARAMETER (NWAVEFUNCS= 5, NCOLOR= 1)

REAL+8 P(0:3,NEXTERNAL)
INTEGER NHEL(NEXTERNAL)

INCLUDE ’coupl.inc’

DATA Denom(1 )/ 1/
DATA (CF(i,1 )j=1 1 )/ 3/

CALL IXXXXX(P(0,1 )ZERO NHEL( )+1W(@11 )

CALL OXXXXX(P(0,2 ),ZERO NHEL(2 )-LW(12 )

CALL IXXXXX(P(0,3 ),ZERO NHEL@3 )-1LW(@13 )

CALL OXXXXX(P(0,4 )ZERO NHEL(4 )+1LW(1,4 )

CALL JIOXXX(W(1,1 )W(,.2 )GAU ,ZERO  ZERO W15 )
CALL IOVXXX(W(1,3 )W(14 )W(L5 )GAL AMP(1 ))

JAMP( 1) = +AMP( 1)

DO | = 1, NCOLOR
DO J = 1, NCOLOR
ZTEMP = ZTEMP + CF(J,l) * JAMP(J)
ENDDO
UUB_MUPMUM =UUB_MUPMUM+ZABGBNJIG(JAMP(1))/DENOM())
ENDDO
END

The input to this function are the external momenta and thieities of all fermions in the process. Remember
that helicity and chirality are identical only for massléssnions. In general, chirality is defined as the eigenvalue
of the projectorgl1++5)/2, while helicity is defined as the projection of the spin offite tnomentum direction, or
as the left or right handedness. For each point in phase spaiceach helicity combination( for each external
fermion) MadGraph computes the matrix element using Helasrres like for example:

- IXXXXX(p, m, nne1, nst, F') computes the wave function of a fermion with incoming fesmnumber, so
either an incoming fermion or an outgoing anti-fermion. Apdt it requires the 4-momentum, the mass
and the helicity of this fermion. Moreover, this particletiivincoming fermion number can be a particle

or an anti-particle. This meang, = +1 for the incomingu andns; = —1 for the outgoingu™, because
the particles in MadGraph are definediaandp~. The fermion wave function output is a complex array
F(1:6).

Its first two entries are the left-chiral part of the fermiomipinor,i.e. F(1 : 2) = (1 — ~5)/2 u or
F(1:2)=(1—~5)/2vforng = £1. The entries'(3 : 4) are the right-chiral spinor. These four numbers
can be computed from the 4-momentum, if we know the helicitthe particles. Because for massless
particles helicity and chirality are identical, our masslguarks and leptons will for example have only
entriesF'(1 : 2) for nye = —1 andF'(3 : 4) for nye = +1.

The last two entries contain the 4-momentum in the direafahe fermion flow, namely’(5) = ng (p(0)+
ip(3)) and F(6) = ns(p(1) 4 ip(2)). The first four entries in this spinor correspond to the sizeach~y
matrix, which is usually taken into account by computingtitage of the chain of gamma matrices.

- OXXXXXp, m, nnel, nst, ') does the same for a fermion with outgoing fermion flaw, our incomingu
and our outgoing:—. The left-chiral and right-chiral components now reagl : 2) = a(1 — v5)/2 and
F(3:4) = a(1+ ~5)/2, and similarly for the spinop. The last two entries arB(5) = ngt(p(0) + ip(3))
andF(6) = ny(p(1) + ip(2)).

- JIOXXX(F;, F,, g,m,T, J;,) computes the (off-shell) current for the vector bosoncittal to the two ex-
ternal fermionsF; and F,. The couplingg(1 : 2) is a complex array with the interaction of the left-chiral
and right-chiral fermion in the upper and lower index. Olngly, we need to know the mass and the width
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of the intermediate vector boson. The output atfayagain has six components:

Jio(p+1) = % Fl A* (9(1)1_2% +g(2)]lJ;%>Fi
Jio(5) = —F(5) + Fo(5) ~ —pi(0) + po(0) + i (—=pi(3) — po(3))
Jm(6 =-F (6) + FO(G) ~ 7pi(1) +po(1) +i (7pi(2) +p0(2))
= q# = (Re]zo( ) Re]zo(6)7 Im']io(6)7 Ime(5)) (58)

The last line illustrates why we need the fifth and sixth argota of F;,. The first four entries inJ;,
correspond to the indexin this vector current, while the indexof the spinors has been contracted between
FT andF;.

- IOVXXX(F;, F,, J, g, V) computes the amplitude of a fermion—fermion—vector cimgplising the two ex-
ternal fermionic spinorg; and F,, and an incoming vector curredt Again, the couplingy(1 : 2) is a
complex array, so we numerically compute

7 (o0 250 a0 25 ) (59)

We see that all indiceg and . of the three input arguments are contracted in the final teMdmentum
conservation is not explicitly enforced b@VXXX, so we have to take care of it beforehand.

Given the list above it is easy to see how MadGraph computesaitfplitude foruz — v* — pTu~. First, it
always calls the wave functions for all external particled puts them into the arrdy’ (1 : 6,1 : 4). The vectors

W (x,1) and W (x, 3) correspond taF;(u) and F;(ut), while W (x,2) and W (x,4) meanF,(u) and F,(u™).
The first vertex we evaluate is theyu vertex, which givenF; = W (x,1) and F, = W (x,2) usesJIOXXX to
compute the vector current for the massless photon ir t&nnel. Not much would change if we instead chose
a massiveZ boson, except for the argumentsandT in the JIOXXX call. TheJIOXXX output is the photon
currentJ;, = W (*,5). The second step combines this current with the two outgmingns in the. ™.~ vertex.
Since this number gives the final amplitude, it should retucanumber, no array. MadGraph cdlBVXXX with

F, = W(%,3) andF, = W(x,4), combined with the photon curredt = W (x,5). The resultAMPis copied
into JAMPwithout an additional sign which could have come from theeoirty of external fermions. The only
remaining sum left to compute before we squidd/Pis the color structure, which in our simple case means one
color structure with a color facta¥,. = 3.

Of course, to calculate the transition amplitude MadGragfuires all masses and couplings. They are transferred
through common blocks in the file coupl.inc and computedwdisee. In general, MadGraph uses unitary gauge
for massive vector bosons, because in the helicity am@igproach it is easy to accommodate complicated
tensors, in exchange for a large number of Feynman diagrams.

The functionUUBMUPMUMESscribed above is not yet the full story. Remember that whesquareM symbol-
ically we need to sum over the spins of the outgoing stateatestorm a spinor product of the kind: into the
residue or numerator of a fermion propagator. To obtain tied fesult numerically we also need to sum over all

possible helicity combinations of the external fermionspirr cas€* = 16 combinations.

SUBROUTINE SUUB_MUPMUM(P1,ANS)
FUNCTION GENERATED BY MADGRAPH
RETURNS AMPLITUDE SQUARED SUMMED/AVG OVER COLORS
AND HELICITIES FOR THE POINT IN PHASE SPACE P(0:3,NEXTERNK)

FOR PROCESS : u u™ -> mu+ mu-

O000000

INTEGER NEXTERNAL, NCOMB,
PARAMETER (NEXTERNAL=4, NCOMB= 16)
INTEGER THEL

PARAMETER (THEL=NCOMB

REAL*8 P1(0:3,NEXTERNAL),ANS

INTEGER NHEL(NEXTERNAL,NCOMB),NTRY
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REAL*8 T, UUB_MUPMUM
INTEGER IHEL,IDEN,IC(NEXTERNAL)
INTEGER IPROC,JC(NEXTERNAL)
LOGICAL GOODHEL(NCOMB)

DATA GOODHEL/THELFALSE./
DATA NTRY/0/

DATA (NHEL(IHEL, 1),IHEL=1,4) / -
DATA (NHEL(IHEL, 2),IHEL=1,4) / -
DATA (NHEL(IHEL, 3),IHEL=1,4) / -
DATA (NHEL(IHEL, 4),IHEL=1,4) / -
DATA (NHEL(IHEL, 5),IHEL=1,4) / -
DATA (NHEL(IHEL, 6),IHEL=1,4) / -
DATA (NHEL(IHEL, 7),IHEL=1,4) / -
DATA (NHEL(IHEL, 8),IHEL=1,4) / -
DATA (NHEL(IHEL, 9),IHEL=1,4) /
DATA (NHEL(IHEL, 10),IHEL=14) /
DATA (NHEL(IHEL, 11),IHEL=14) /
DATA (NHEL(IHEL, 12),IHEL=14) /
DATA (NHEL(IHEL, 13),IHEL=1,4) /
DATA (NHEL(IHEL, 14),IHEL=14) /
DATA (NHEL(IHEL, 15),IHEL=14) /
DATA (NHEL(IHEL, 16),IHEL=14) / .
DATA ( IC(IHEL, 1)IHEL=1,4) / 1, 2, 3, 4/
DATA (IDEN(IHEL),HEL= 1, 1) / 36/

PRrPPRPPRrPRrpPppRpPRPPRRPRPRPRPRRRPR
ppRppPRPRRRRrppREPRRR

NTRY=NTRY+1

DO IHEL=1,NEXTERNAL
JC(IHEL) = +1
ENDDO

DO IHEL=1,NCOMB
IF (GOODHEL(IHEL,IPROC) .OR. NTRY .LT. 2) THEN
T = UUB_MUPMUM(P1,NHEL(L,IHEL),JC(1))
ANS = ANS + T
IF (T .GT. ODO .AND. .NOT. GOODHEL(IHEL,IPROC)) THEN
GOODHEL(IHEL,IPROC)=.TRUE.
ENDIF
ENDIF
ENDDO
ANS = ANS/DBLE(IDEN)

END

The important part of this subroutine is the list of possifbégdicity combinations stored in the arrs§yHEL(1 :

4,1 : 16). Adding all different helicity combinations (of which sonmeight well be zero) means a loop over
the second argument and a calldyBMUPMUMith the respective helicity combination. The completenspi
color averaging factor is included #SEN and given by2 x 2 x N2 = 36. So MadGraph indeed provides us
with a subroutineSSUUBMUPMUMhich numerically computesM |2 for each phase space poiing. external
momentum configuration. MadGraph also produces a file wlitk@nman diagrams contributing to the given
subprocess, in which the numbering of the external pasticteresponds to the second argumenilofand the
argument ofAMPis the numbering of the Feynman diagrams. After looking theocode very briefly we can also
easily identify different intermediate result8 which will only be computed once, even if they appear several
times in the different Feynman diagrams.

The helicity method might not seem particularly appealiogd simple2 — 2 process, but it makes it easily
possible to compute processes with four and more particlései final state and up to 10000 Feynman diagrams
which we could never square symbolically, no matter how ngmagluate students’ lives we turn into hell.

D. Errors

As argued in the very beginning of the lecture, LHC physiegagks means extracting signals from often large
backgrounds. This means, a correct error estimate is ¢r&@alHC calculations we are usually confronted with
three types of errors.

The first and easiest one are the statistical erréfgr small numbers of events these experimental errors are

described by Poisson statistics, and for large numbersdabeyerge to the Gaussian limit. And that is about the
only complication we encounter for them.
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The second set of errors are systematic eytiks for example the calibration of the jet and lepton epesgales,
the measurements of the luminosity, or the efficienciesantifly a muon as a muon. Some of you might remember
what happened last, when a bunch of theorists mistook a fdrpi@n for an electron — that happened right
around my TASI, and people had not only discovered superstnynbut also identified its breaking mechanism.
Of course, our experimentalist CDF lecturer told us immidyathat the whole thing was a joke. Naively, we
would not assume that systematic are Gaussian, but remeirdiewe determine these numbers largely from
well-understood background processes. Such countingiexgets in background channels like — leptons,
however, do behave Gaussian. The only caveat is the shapeaffy tails, which can turn out to be bigger than
the exponentially suppressed Gaussian shape.

The last source of errors are theory err@sd they are hardest to model, because they are dominatadHmsr-
order QCD effects, fixed order or enhanced by large logasthifiwe could compute all remaining higher-order
terms, we would do so, which means everything else is a wigsguMoreover, higher-order effects are not any
more likely to give a relativés factor of 1.0 than 0.9 or 1.1. In other words, theory errorsncd have a peak and
they are definitely not Gaussian. There is a good reason wsehthe Gaussian short cut, because we know that
folding three Gaussian errors gives us another Gaussian ®aiich makes things so much easier. But this lazy
approach assumes the we know much more about QCD than wéhadmiaso please stop lying. On the other
hand, we also know that theory errors cannot be arbitraailyd. Unless there is a very good reasok; &ctor

for a total LHC cross section should not be larger than somgtike 3. If that were the case, we would conclude
that perturbative QCD breaks down, and the proper deseniftf error bars would be our smallest problem. In
other words, the centrally flat theory probability disttiloun for an LHC observable has to go to zero for very large
deviations from the currently best value.

A good solution to this problem is the so-called Rfit schemsed for example by the CKMfitter or the SFitter
collaborations. It starts from the assumption that for Varge deviations there will always be tails from the
experimental errors, so we can neglect the impact of theyhexoors on this range. In the center of the distribution
we simply cut open the experimental Gaussian-type digtdbuand insert a flat theory piece. We could also
modify the transition region by changing for example thetwidf the experimental Gaussian error as an effect
of a falling-off theory error, but in the simplest model wetjwse a log-likelihoogi? = —21log £ given a set of
measurementg and in the presence of a general correlation matfix

X =X5 C ' Xa

0 ‘di, _ Cm < Ul(theo)
T (_theo)
. d; —d; :x_pU’ di—d, < 7Uz(theo) ©0)
d, i — .
dz — J: — U(theo) (theo)
E ! di —d; > i

And that is it, all three sources of LHC errors can be desdriterectly, and nothing stops us from computing

likelihood maps to measure the top mass or identify new jolsymi just have some fun in life at the expense of the
Grid.

Further reading, acknowledgments, etc.

This is the point where the week in beautiful Boulder is ova Bshould thank K.T. and his Boulder team as well
as our two organizers for their kind invitation. | typed moéthese notes in Boulder's many nice cafes and 11
years after | went here as a student TASI and Boulder stillenih& most enjoyable and most productive school in
our field. Whoever might ever think about moving it away fromuBter cannot possibly have the success of the
school in mind.

It has been great fun, even though QCD has a reputation ofj lzedry topic. | hope you enjoyed learning it as
much as | enjoyed learning it while teaching it. Just like tradyou | am really only a QCD user, but for an LHC
phenomenologists there is no excuse for not knowing thevaateaspects of QCD. Have fun in the remaining
lectures, write some nice theses, and | hope | will see as mfaygu as possible over the coming 20 years. LHC
physics need all the help we can get, and it is great fun, stsspleome and join us!
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Of course there are many people | need to thank for helping rite these notes: Fabio Maltoni, Johan Alwall
and Steffen Schumann for having endured a great numbertafatruestions and for convincing me that jet
merging is the future; Steffen Schumann, Ben Allanach amd DeGrand for their comments on this draft; Beate
Heinemann for providing me with one of the most interestitggpfrom the Tevatron and for answering many
stupid questions over the years — as did Dirk Zerwas and Kyde@er.

You note that this writeup, just like the lectures, is moreanfinformal chat about LHC physics than a proper
review paper. But if | had not cut as many corners we would nbege made it to the fun topics. In the same
spirit, there is no point in giving you a list of proper origirreferences, so | would rather list a few books and
review articles which might come in handy if you would likekioow more:

— | started learning high—energy theory including QCD frotto@lachmann’s book. I still use his appendices
to look up Feynman rules, because | have rarely seen anotiodr ith as few (if not zero) typos [1].
Similar, but maybe a little more modern is the primer by CHitfrgess and Guy Moore [2]. At the end of it
you will find more literature tips.

— For a more specialized book on QCD have a look at the pink Ibydkllis, Stirling, Webber. It includes
everything you ever wanted to know about QCD [3]. Maybe &lithore phenomenology you can find in
Gunther Dissertori, lan Knowles and Michael Schmelling'@bon QCD and phenomenology [4].

— If you would like to learn how to for example compute higloeder cross sections to Drell-Yan production,
Rick Field works it all out in his book [5].

— Unfortunately, there is comparably little literature @t merging yet. The only review | know is by
Michelangelo Mangano and Tim Stelzer [6]. There is a veryc@mdiscussion included with the com-
parison of the different models [7]. If you want to know moy@u will have to consider the original
literature or wait for the review article which Frank Krauesd Peter Richardson promised to write for
Journal of Physics G.

— Recently, | ran across George Sterman’s TASI lecturesy ahe comparably formal, but they are a great
read if you know something about QCD already [8].

— For MC@NLO there is nothing like the original papers. Haveak at Bryan Webber’'s and Stefano Frix-
ione’s work and you cannot but understand what it is abouit [9]

— For CKKW, look at the original paper. It beautifully exptaithe general idea on a few pages, at least for
final state radiation [10].

— If you are using Madgraph to compute helicity amplitudes¢hs the original bright green documentation
which describes every routine in detail. You might want teahthe format of the arrays, if you use for
example the updated version inside MadEvent [11].

[1] O. Nachtmann,
“Elementary Particla Physics: Concepts and Phenomena”
Berlin, Germany: Springer (1990) 559 p
[2] C. P. Burgess and G. D. Moore,
“The Standard Model: A Primer”
Cambridge, UK: Cambridge Univ. Pr. (2007) 542 p
[3] R. K. Ellis, W. J. Stirling and B. R. Webber,
“QCD and collider physics”
Camb. Monogr. Part. Phys. Nucl. Phys. Cosrgoll (1996).
[4] G. Dissertori, I. G. Knowles and M. Schmelling,
“QCD — High Energy Experiments and Theory”
Oxford, UK: Clarendon (2003) 538 p



33

[5] R. D. Field,
“Applications of Perturbative QCD”
Redwood City, USA: Addison-Wesley (1989) 366 p. (Frontiersin physics, 77)

[6] M. L. Mangano and T. J. Stelzer,
“Tools For The Simulation Of Hard Hadronic Collisions”
Ann. Rev. Nucl. Part. Scb5, 555 (2005), CERN-PH-TH-2005-074.

[7] J. Alwall et al.,
“Comparative study of various algorithms for the merging of partomghs and matrix elements in hadronic collisions”
Eur. Phys. J. G3, 473 (2008) [arXiv:0706.2569 [hep-ph]].

[8] G. Sterman,
“QCD and jets”
arXiv:hep-ph/0412013.

[9] S. Frixione and B. R. Webber,
“Matching NLO QCD computations and parton shower simulations”
JHEPO0206, 029 (2002) [arXiv:hep-ph/0204244].

[10] S. Catani, F. Krauss, R. Kuhn and B. R. Webber,
“QCD matrix elements + parton showers”
JHEPO0111, 063 (2001) [arXiv:hep-ph/0109231].
[11] H. Murayama, |I. Watanabe and K. Hagiwara,

“HELAS: HELicity amplitude subroutines for Feynman diagram evaluations



