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A HALF-DAY TRIP FROM HEIDELBERG
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IT ALL STARTS WITH QCD…
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p
S = 13TeV

�(S) =
X

i,j=q,q̄,g

Z
d⌧ Lij(⌧, µ)�̂ij(⌧S, µ)

i(p) j(p)
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…AND OUT COMES A BIG MESS
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[boosted top-pair production at 13 TeV; leptonic+hadronic top decay]

top-antitop pair



HIGHLIGHT FROM RUN I: THE HIGGS DISCOVERY
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11.1 Significance of the signal and its strength 41
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Figure 19: Diphoton mass spectrum weighted by the ratio S/(S + B) in each event class, to-
gether with the background subtracted weighted mass spectrum.

Table 5: Values of the best-fit signal strength, µ̂, when mH is treated as an unconstrained pa-
rameter, for the 7 TeV, 8 TeV, and combined datasets. The corresponding best-fit value of mH,
bmH, is also given.

µ̂ bmH (GeV)
7 TeV 2.22+0.62

�0.55 124.2
8 TeV 0.90+0.26

�0.23 124.9
Combined 1.14+0.26

�0.23 124.7

section times the relevant branching fractions, relative to the SM expectation. In Fig. 20 the
combined best-fit signal strength, µ̂, is shown as a function of the Higgs boson mass hypothesis,
both for the standard analysis (left) and for the cut-based analysis (right). The two analyses
agree well across the entire mass range. In addition to the signal around 125 GeV, both analyses
see a small upward fluctuation at 150 GeV, which is found to have a maximum local significance
of just over 2 s at mH = 151 GeV—slightly beyond the mass range of our analysis.

The best-fit signal strength for the main analysis, when the value of mH is treated as an un-
constrained parameter in the fit, is µ̂ = 1.14+0.26

�0.23, with the corresponding best-fit mass being
bmH = 124.7 GeV. The expected uncertainties in the best-fit signal strength, at this mass, are
+0.24 and �0.22. The values of the best-fit signal strength, derived separately for the 7 and
8 TeV datasets, are listed in Table 5. For the cut-based analysis the corresponding value is
µ̂ = 1.29+0.29

�0.26 at bmH = 124.6 GeV, and for the sideband background model analysis the value
measured is µ̂ = 1.06+0.26

�0.23 at bmH = 124.7 GeV. These values are shown in Table 6 together with
the expected uncertainty, and the corresponding values for the main analysis.

The uncertainty in the signal strength may be separated into statistical and systematic con-
tributions, with the latter further divided into those having, or not, a theoretical origin: µ̂ =

[CMS collaboration, arXiv:1407.0558]

A very rare process with a very clean signature:

�(gg ! h)⇥ B(h ! ��) ⇡
⇡ 20 pb⇥ 10�3 ⇡ 20 fb

Evidence for interactions with gauge bosons and fermions.

p
S = 8TeV :



PROBING THE ORIGIN OF MASS
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mW = gv/2

mf = yfv/
p
2

Higgs mechanism:

Fermion mass hierarchies:

mµ ⌧ m⌧

mb ⌧ mt

LSM � g2v

2
hWµ+W�

µ � yfp
2
h(f̄RfL + h.c.)

yt ⇡ 1

Particle mass [GeV]
-110 1 10 210

vV
m  V

κ
  o

r  
vF

m  F
κ

-310

-210

-110

1
Z

W

t

b
τ

µ

ATLAS
-1 = 7 TeV, 4.5-4.7 fbs

-1 = 8 TeV, 20.3 fbs

Observed
SM Expected

Figure 22: Fit results for the reduced coupling-strength scale factors yV,i =
q
V,i
gV,i
2v =

p
V,i

mV,i
v for weak bosons

and yF,i = F,i
gF,ip

2
= F,i

mF,i
v for fermions as a function of the particle mass, assuming a SM Higgs boson with a mass

of 125.36 GeV. The dashed line indicates the predicted mass dependence for the SM Higgs boson.

boson decays to invisible or undetected decays. When imposing the physical constraint BRi.,u. � 0 in
the inference on BRi.,u., the 95% CL upper limit is BRi.,u. < 0.49 (0.68) under the constraint V < 1
(on = o↵) on the Higgs boson total width. The nine-dimensional compatibility of the SM hypothesis
with the best-fit point is 73% when BRi.,u. is fixed to zero. The compatibilities for the fits with the
conditions V < 1 and on = o↵ imposed are 80% and 57%, respectively.

Similar to the results of the benchmark model in Section 5.2.2 the upper bound of the 68% CL interval for
the scenario on = o↵ should be considered to be only approximate due to deviations of the test-statistic
distribution from its asymptotic form. The deviation of the asymptotic distribution was shown to be
negligible for o↵-shell signal strengths corresponding to the upper end of the 95% asymptotic confidence
interval (Table 11).

Also shown in Fig 23 are the resulting ranges of the total width of the Higgs boson, expressed as the ratio
�H/�SM

H . These estimates are obtained from alternative parameterisations of these benchmark models,
where the e↵ective coupling-strength scale factor g is replaced by the expression that results from solving
Eq. (8) for g, introducing �H/�SM

H as a parameter of the model. The figure shows that the upper bound
on the Higgs boson width from the assumption on = o↵ is substantially weaker than the bound from the
assumption V < 1. These results on �H/�SM

H represent the most model-independent measurements of the
Higgs boson total width presented in this paper.

Figure 24 shows profile likelihood ratios as a function of selected coupling-strength scale factors. In

48

[ATLAS collaboration, 2015]

F,V = 1standard model:



HIGGS EFFECTIVE THEORY
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Le↵ = LSM +
X

i

Ci

⇤2
Oi +O(C4

i /⇤
4)

Low-energy effects of new physics at a high scale          :⇤ � v

Ot ⌘ ('†')(QL e' tR)

Example: anomalous top-quark interaction

t h
Ct

t

h
t̄

Ct

' ! h'i = v/
p
2 : Lhtt̄ = �mt
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1� v2p
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ANOMALOUS HIGGS INTERACTIONS
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Figure 12: 68% CL error bars on the Wilson coe�cients f
x

/⇤2 for the dimension-6 operators defined in Eq.(3.3) (left panel)

and Eq.(3.7) (right panel). In addition to total rate information we also include kinematic distributions and only show 68%

CL contours. For the Yukawa couplings as well as for O
GG

we limit ourselves to the SM-like solution for this representation.

would normally only show a very moderate dependence on the Higgs mass. However, the kinematic structure of

this particular channel turns it into a sensitive measurement. Approximately O(15%) of the rate mediated by the

s-channel Higgs exchange lies in the o↵-shell regime, m
4` > 130 GeV. In addition the leading e↵ect arises from the

signal interference with the continuum background. Some representative Feynman diagrams to this process are

t

1 +�t

1 +�Z �g 1 +�Z

Note that �g in this representation shows a non-trivial momentum dependence, limiting the model-independent

features of the width measurement [12]. If the Higgs propagator in the interference is probed far above the mass shell,

it behaves like 1/s. On-shell and o↵-shell Higgs rates then scale like

�on-shell

i!H!f / g2i (mH) g2f (mH)

�H
vs �o↵-shell

i!H⇤!f / g2i (m4`) g
2

f (m4`) . (4.1)

where gi (gf ) refer to the Higgs couplings involved in the production (decay) for the present channel. Eventually,

we will remove the assumptions about the Higgs width described in Sec. I B from the SFitter setup and instead

determine the total width from the combination of o↵-shell and on-shell measurements. The Lagrangian of the

underlying hypothesis reads

L = L
SM

+�W gmWH WµWµ +�Z
g

2cw
mZH ZµZµ �

X

⌧,b,t

�f
mf

v
H

�
f̄RfL + h.c.

�

+�gFG
H

v
Gµ⌫G

µ⌫ +��FA
H

v
Aµ⌫A

µ⌫ + invisible decays + unobservable decays . (4.2)

The distinction between the two terms linked to decays to non-SM states is that ‘invisible decays’ are reconstructable

using missing transverse momentum, while ‘unobservable decays’ are for some other reason not observable at the

LHC, for example because of overwhelming jet backgrounds [5]. Not accounting for such unobservable decays would

lead to shifts of all �x as compared to the analysis including these decays.

Before we allow for a fully unconstrained Higgs width through unobservable decay channels we combine on-shell

and o↵-shell analysis to probe the energy dependence of the operators involved [71]. On the Higgs production side, the

[Corbett, Eboli, Goncalves, Gonzalez-Fraile. Plehn, Rauch, arXiv:1505.05516]

Global fit of Higgs production and decay to Run I data:

Starting to test new physics in the multi-GeV range.
! Caution with interpretation as effective interactions. !

[Brehmer, Freitas, Lopez-Val. Plehn, arXiv:1510.03443]
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HIGHLIGHT FROM RUN II: 13 TEV WORKS!

High energies - apply brute force and enjoy

Lots of data - challenge your patience
probe abundant processes with high precision	
search for rare or hidden processes

Excellent tools - be up-to-date and use them

observe the standard model under new conditions	
test the hypothesis of new heavy particles

perform global analyses and investigate correlated signals	
work at the intersection of theory and experiment



A FIRST LOOK AT 13-TEV DATA: RE-DISCOVERY OF QCD
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Search for new resonances in dijet production
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Figure 1: The reconstructed dijet mass distribution (filled points) for events with |y⇤| < 0.6 and pT > 440 (50) GeV
for the leading (subleading) jets. The solid line depicts the fit to Eq. (1), as discussed in the text. Predictions for an
excited quark and a quantum black hole signal predicted by the BlackMax generator (QBH BM) are shown above
the fit, normalized to the predicted cross-section. The vertical lines indicate the most discrepant interval identified
by the BumpHunter algorithm, for which the p-value is stated in the figure. The middle panel shows the bin-by-
bin significances of the data–fit di↵erences, considering only statistical uncertainties. The lower panel shows the
relative di↵erences between the data and the prediction of Pythia 8 simulation of QCD processes, corrected for
NLO and electroweak e↵ects, and is shown purely for comparison. The shaded band denotes the experimental
uncertainty in the jet energy scale calibration.
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[ATLAS collaboration, arXiv:1512.01530]



SECOND LOOK: ANOTHER DIPHOTON RESONANCE?
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[CMS-EXO-2016-018]

Local sign.:
Global sign.:

mS = 750GeV
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Results

Marco Delmastro Diphoton searches in ATLAS 10

2878 events (mγγ > 200 GeV)

SPIN-0 ANALYSIS SPIN-2 ANALYSIS

5066 events (mγγ > 200 GeV)

background-only fit background-only fit

[ATLAS-CONF-2015-081]

mS = 750GeV �S/mS = 6% �S/mS = 1.4%

3.9�
2.0�

Assuming a scalar resonance, the largest excess occurs for :

Local significance:
Global significance:



FACTS AND FICTION

�12

Landau-Yang theorem: resonance must have spin 0 or 2.

F

�
S

g

g

�

SM gauge invariance implies a signal in diboson production. 

ATLAS+CMS, 8+13 TeV:

[Bauer, Hoerner. Neubert, , arXiv:1603.05978]

�(pp ! S ! ��) ⇡ 5 fb
[Buttazzo, Greljo, Marzocca, arXiv:1512.04929]

A minimal model:

Need large couplings/electric charge/number of fermions.
For instance: new scalar in warped extra dimension,	
                  coupling to KK excitations of fermions.

F



TOP-QUARK PHYSICS AT ITS PEAK
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[CDF collaboration, 1995]
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Figure 3: Reconstructed masses of (upper left) the W bosons decaying to qq pairs and (upper
right) the corresponding top quarks, prior to the kinematic fitting to the tt hypothesis. Panels
(lower left) and (lower right) show, respectively, the reconstructed W boson masses and the
fitted top quark masses after the goodness-of-fit selection. The total number of permutations
found in simulation is normalized to be the same as the total number of permutations observed
in data. The vertical bars show the statistical uncertainty and the hatched bands show the
statistical and systematic uncertainties added in quadrature. The lower portion of each panel
shown the ratio of the yields between the collision data and the simulation.

[CMS collaboration, arXiv:1509.04044]



TOP AND HIGGS
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flavor-changing	
charged currents

breaks flavor symmetry of gauge interactions

yt =
mt

v
⇡ 1

Strong top Yukawa coupling to the Higgs boson

t

H

t

Yukawa hierarchy

mt = 173GeV

6=
WVub

uL

bL

WVtb
tL

bL

L � �yii ui
LhHiui

R +
⇣ gp

2
ui
L�

µVijd
j
LW

+
µ + h.c.

⌘

yt � yu :

�(t ! bW ) =
GFm

3
t

8
p
2⇡

⇥
1 +O(m2

W /m2
t )
⇤
= 1.5GeV

implies large decay rate into longitudinal W:



TOP AND FLAVOR
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t
mt mt

b

s b

sd

d
W

Bd �BdExample:               meson mixing

mt > 50� 70GeV

Indirect bound on top mass 
before discovery:

Top-quark induces virtual effects in B physics.
Gauge symmetry of weak interactions: QL = (t, b)L

Volume 194, number 2 PHYSICS LETTERS B 6 August 1987 
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Fig. 1. Standard model prediction for xd as a function of rn,; the 
theoretical uncertainties are represented by the different values 
ofF. Also shown are the ARGUS results (for R= 1 ). 

x(Bs) >~6.4 x(B~) (14) 

and therefore rs~>0.84 for rd>~0.10! 
(v) If  R =  1.5 were to hold then - as said before 

(see footnote 1) - one deduces r~~0.47 from the 
ARGUS data; this in turn implies m t >/130 GeV for 
F<~3. 

3. Examples of  new physics 
A discussion of  some specific ansatz for new phys- 

ics is appropriate for two reasons: (i) More exper- 
imental input and growing theoretical sophistication 
will decrease our uncertainties and can thus 
strengthen the case for new physics. (ii) Another  
phenomenon that is even more subtle than B°-B ° 
mixing, namely CP violation in B ° decays is greatly 
affected by the dynamics underlying B°-13 ° mixing 
and the possible presence of  new physics. This topic 
will be treated in section 4. Here we present two 
complementary models for new physics. 

3.1. An ansatz with four families. Adding a fourth 
family increases the complexity of  the (now) 4×  4 
KM matrix quite significantly: three more angles and 
two more phases enter - in addition to the masses o f  
the new fermions. Therefore no firm predictions can 
be made; instead one designs possible and internally 
consistent cases. Here we employ the following sce- 
nario [12] generalizing the Wolfenstein parametri- 
zation from three to four families we obtain as a 
possible solution 

V( t 'd )  =B23 [(7 - a )  + i ( 6 - f l ) ] ,  
V( t ' s )=B22(a+i f l ) ,  V(t 'b)  =B2, (15) 

with t '  being the fourth up-type quark; B, a,  fl, 78 
are the new (real) KM parameters with [ B I, a z +f12, 
82+ 7e~< 1. Just one example to illustrate the point: 
keeping m r = 4 0  GeV and m,, = 200 GeV fixed one 
can obtain xo~-0.65 (corresponding to rd-~0.17) in 
such a scenario for F =  3. At the same time it is quite 
possible to find rs<0.80 in this scenario, i.e., Bs-B~ 
mixing which is substantially suppressed relative to 
eq. (14). 

3.2. An ansatz with flavour-changing scalar cou- 
plings. Since no good reason has been found for hav- 
ing just one Higgs doublet, there might be many 
more; in particular, models with three Higgs dou- 
blets have received a good deal of  attention [13].  
These models exhibit quite naturally flavour-chang- 
ing Yukawa couplings that contain CP violation 
unless definite countermeasures are taken. Cou- 
plings gd¢,  19d~, e u ¢  may not be suppressed by KM 
angles. For this reason, K°-gZ ° mixing tends to require 
the mass o f  such scalars to be relatively heavy ~ 30 
TeV. 

I f  such scalars were responsible for some fraction 
o f  K°-I~ ° mixing (and CP violation), then their 
impact on B°-B ° mixing would be very significant 
and x d "  0.6 could be generated very naturally. In that 
case there is then no clear reason for D° - I )  ° mixing 
to be absent on the 0.1-1% level. 

4. CP asymmetries in B ° decays 
4.1. Semi-leptonic B ° decays. It is fairly easy to see 

that a CP asymmetry in semi-leptonic B ° decays can- 
not be sizeable. For 

a(B°B° ~ +  ~+ X) - a(B°13° ~ -  ~ X) 
aSL= a ( B ° 1 3 ° - ~ + ~ + X ) + a ( B ° l ) ° ~  ~ - X )  (16) 

is given by 

Im(Fi2/Ml2)  
asL= 1 + ] [Fj2/MI2 [2 " (17) 

[I'12/Mi2[ is controlled by m2/m 2 and therefore 
quite small. This argument is further strengthened if 
rd > 0.1; in the standard model one has to make m t 
rather heavy to produce the required Mi2 while F 12 
is hardly affected. Accordingly, one then estimates 

asL(Ba~<10-3, asL(B~)~<l 0 4. (18) 

309 

�mB

�

[Bigi, Sanda, 1987] 

mt [GeV]



PROBING THE TOP YUKAWA COUPLING
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100-TeV collider : expect

t h

inclusive
t

h
t̄

top-pair associated

t

h

q0q

b

W x

electroweak

[Mangano, Plehn, Reimitz, Schell, Shao, arXiv:1507.08169]

�yt/yt ⇡ 10%HL-LHC at 13 TeV: expect

�yt/yt ⇡ 1%

nNLO QCD: �(pp ! tt̄h) ⇡ (470± 20scale) fb

pp ! tt̄h

[Broggio, Ferroglia, Pecjak, Signer, Yang. arXiv:1510.01914]

trick: use �(tt̄h)/�(tt̄Z)



TOP-QUARK PAIR PRODUCTION
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[Czakon, Fiedler, Mitov, 2013; and many more]

Precise predictions:

Precise measurements:

�tt̄ = 245.8+6.2
�8.4[scales]

+6.2
�6.4[pdf] pb

Cross section at NNLO+NNLL QCD

Powerful tools: event generators, top taggers, boosted top techniques

p
S = 8TeV :

[e.g., MadGraph: Alwall et al., HEP Top Tagger: Plehn et al.]



TOP-ANTITOP CHARGE ASYMMETRY
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FIG. 1: The inclusive asymmetry in pure QCD (black) and
QCD+EW[26] (red). Capital letters (NLO, NNLO) corre-
spond to the unexpanded definition (2), while small letters
(nlo, nnlo) to the definition (3). The CDF/DØ (naive) av-
erage is from Ref. [27]. Error bands are from scale variation
only. Our final prediction corresponds to scenario 10.

eq. (3), is the expansion of the ratio eq. (2) in powers of
αS . 5

In the present letter, we present differential asymme-
tries with the unexpanded definition (2) and without EW
corrections (see figs. 2,3,4). The inclusive asymmetry, see
fig. 1, is computed with both definitions (2) and (3) in-
cluding EW corrections. 6 The numerator factor NEW is
taken 7 from Table 2 in Ref. [26]. Only for the inclusive
asymmetry we determine the scale variation by keeping
µR = µF

8 (since the scale dependence of NEW is pub-
lished [26] only for µR = µF ). We also note that the scale
variation of AFB is derived from the consistent scale vari-
ation of the ratio, i.e. both numerator and denominator
in eqs. (2) and (3) are computed for each scale value.

DISCUSSION AND CONCLUSIONS

In fig. 1 we observe that the central values of the ex-
panded (3) and unexpanded (2) definitions of inclusive

5 Such an expansion is not, strictly speaking, fully consistent since
the αS expansion is performed after convolution with pdf’s. Nev-
ertheless, following the existing literature, we consider it as an
indication of the sensitivity of AFB to missing higher order terms.

6 EW corrections to Di are neglected since EW effects to the total
cross-section are very small O(1%), see Refs. [55–59].

7 We have checked that the different pdf and mt used in Ref. [26]
have negligible impact on the QCD numerator N3 and so we
expect the same to hold for NEW.

8 We have checked that for the pure QCD corrections to the to-
tal asymmetry the difference with respect to scale uncertainty
derived with µR ̸= µF variation is negligible.
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The highest bin contains overflow events.
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FIG. 3: As in fig. 2 but for the Mtt̄ differential asymmetry.
The highest bin contains overflow events and the lowest bin
includes all events down to the production threshold 2mt.

AFB differ significantly at NLO but less so at NNLO.
While the unexpanded definition (2) closely resembles
the experimental setup, the consistency of the two def-
initions within uncertainties renders the question about
the more appropriate choice largely irrelevant. We also
note the small scale error for the expanded AFB defini-
tion (3) in pure QCD at both NLO and NNLO, which
appears too small to be realistic. The inclusion of EW
corrections, however, breaks this pattern and brings the
scale dependence in line with the unexpanded definition
eq. (2). Therefore, following the previous literature, we
choose as our final prediction ASM

FB = 0.095± 0.007 (sce-
nario 10 in fig. 1) which is derived with the expanded
definition (3) and includes EW [26] corrections.

[Czakon et al., 2014]
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A success of precision physics:

CHARGE ASYMMETRY IN THE STANDARD MODEL
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QCD:  charge asymmetry at NLO

[Ahrens et al., PRD 84 (2011) 074004]
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[QCD NLO: Kuehn, Rodrigo, 1999] 
[EW: Hollik, Pagani, 2011] 

Small QCD asymmetry:
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Top2013 V. Shary: Angular asymmetry in ttbar events 2

What we are measuring
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� Reconstruction of the dy distribution
� Background subtraction

� Atop:  unfolding, Alep: correction

� Alep affected by the top polarization

� Alep~ Atop/2 at 1.98 TeV

yp p

Up to now: measure absolute rapidity difference

�|y| = |yt|� |yt̄|

A|y| =
�(�|y| > 0)� �(�|y| < 0)

�(�|y| > 0) + �(�|y| < 0)
⌧ AC

parton distributions

qq̄ : 7.7%

gg : 65.6%

qg + q̄g : 26.7%

�tt̄(
p
s = 8TeV)

[Bernreuther, Si, 2012: QCD NLO+EW]

Small asymmetry in standard model:

[ATLAS+CMS comb., 2014]

From 8-TeV pp collisions during Run I:

A|y| = 1.23± 0.05%

Aexp

|y| = 0.5± 0.7± 0.6%

suppressed by large gluon background

Difficult to achieve better significance during Run II.
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Good significance achievable at LHC during Run II.

Significance for 14-TeV LHC
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Virtual corrections to top-quark interactions
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[Czakon, Mangano, Mitov, Rojo, arXiv:1303.7215]

Prediction for tail of distribution improves by including	
information on PDFs from top-pair production cross section.
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Figure 10: The mreco
t t̄

distributions, after the nuisance-parameter fit with background-only hypothesis, summed over
(a) all 6 boosted channels, (b) all 6 resolved channels, and (c) all 12 channels compared with data. The SM background
components are shown as stacked histograms. The shaded areas indicate the total systematic uncertainties. The red
line shows the expected distribution for a hypothetical gKK of mass 2.0 TeV.
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[ATLAS-CONF-2015-009]

leptonic+hadronic decay fully hadronic decays
Z' Boson Mass [TeV]
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Figure 14. Expected and observed 95% CL upper limits on the production cross section times
branching fraction � ⇥ BR as a function of (a) the Z 0 boson mass and (b) the KK gluon mass
for the HEPTopTagger selection. The red bands are the model predictions including theoretical
uncertainties. The Z 0 boson leading-order (LO) cross section is multiplied by 1.3 to account for
expected higher-order corrections. The KK gluon LO cross section is used.
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[ATLAS-HD: Schoening, 2013]
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Example: electroweak production of a single top-quark

O
(3)
'Q = i

y2t
2
('†

 !
DI

µ ')(Q̄�µ⌧ IQ)

OtW = ytg(Q̄�µ⌫⌧ It)e'W I
µ⌫

two contributing operators:

2

operators a↵ect all three channels. Corresponding dia-
grams are shown in Figure 1.

FIG. 1. Representative leading order (LO) diagrams for all
three single-top channels. Vertices with a black dot can be
modified by O

(3)
�Q and OtW , while that with a square is mod-

ified by OtG. The last diagram comes from O
(3)
qQ.

The operators OtG and OtW have non-zero anomalous
dimensions at O(↵s), given by [13]

� =
2↵s

⇡

✓
1
6 0
1
3

1
3

◆
(6)

This matrix controls the running and mixing of the oper-
ators and can be used to evolve them from scale ⇤ down
to the scales of the measurements. The operators O(3)

�Q

and O(3)
qQ do not run at O(↵s).

Calculation. Our approach is based on the
MadGraph5 aMC@NLO framework [14], in which
starting from a set of top-quark operators, predictions
can be made at NLO in QCD, and can be matched to PS
simulation. This framework makes use of a series of pack-
ages, including FeynRules and NLOCT [15–21]. It is
important to note that once the SMEFT Lagrangian is
implemented at NLO accuracy, not only single top but
also other promising (and more complicated) channels
such as tt̄Z/� can be simulated at NLO in EFT [22].

We adopt MS with five-flavor running in ↵s with the
top-quark subtracted at zero momentum transfer [23].
Additional contributions to top-quark and gluon field
renormalizations and ↵s renormalization from OtG are
included [24]. For operator coe�cients we use MS sub-
traction, with

C0
i ! ZijCj(µ

0)

=


1+

1

2
�(1 + ")

✓
4⇡µ2

µ02

◆"
1

"UV
�

�

ij

Cj(µ
0) (7)

where the anomalous dimension matrix � is given in
Eq. (6). Note the operators run with µ0 separately from
the running of ↵s.

Results are presented in terms of operators defined at
µ0 = mt, i.e. the log terms from high scale, log (⇤/mt),
are already resummed by evolving operators down to this
scale using Eq. (6). Thus the NLO corrections presented
here do not include any of such large log terms, and there-
fore cannot be captured by the RG equations of the op-
erators. More details of this approach will be presented
in a separate work [25].

Total cross sections. Cross sections, obtained at LO
and NLO, can be parametrized as

� = �SM+
X

i

1 TeV2

⇤2
Ci�

(1)
i +

X

ij

1 TeV4

⇤4
CiCj�

(2)
ij + . . .

(8)

We work up to order 1/⇤2, and present results for �(1)
i ,

the interference between an operator Oi and the SM. We
use NNPDF2.3 parton distributions [26]. Input parame-
ters are

mt = 172.5 GeV mZ = 91.1876 GeV (9)

↵(mZ) = 1/127.9 GF = 1.16637⇥ 10�5GeV�2 (10)

Central renormalization and factorization scales are fixed
at µR = µF = mt. To estimate theoretical uncertainties
due to missing higher-orders we perform variations with
nine combinations of (µR, µF ), where µR,F can take val-
ues mt/2, mt and 2mt.
Total cross sections (including top and anti-top) at

LHC 13 TeV are presented in Figure 2. We plot the ra-

tio between the interference cross section, �(1)
i , and SM

NLO cross section, ri =
����(1)

i

��� /�NLO
SM , for individual op-

erators Oi, in all three channels. The ratio ri illustrates
how sensitive a process is to a certain operator, and can
be interpreted as the signal over background ratio, where
the SM contribution is the main background. In the plot,
scale uncertainties from the numerator are given, and in
the lower panel we show the K-factor of each operator
contribution. Improved accuracy is reflected by the K-
factors, typically ranging from ⇠ 10% to ⇠ 50%, and im-
proved precision is reflected by the significantly reduced
scale uncertainties. Furthermore, most NLO results are
outside of the uncertainty range of corresponding LO re-
sults, indicating that QCD corrections are essential for a
correct interpretation of measurements in terms of op-
erators. For comparison, at 8 TeV the t-channel has
been measured at better than ⇠ 10% level [27, 28], and
the t + W channel is at about 20% [29]. At the high-
luminosity LHC the t-channel can reach ⇠ 4% [30], while
the s-channel may reach ⇠ 15% [31].
NLO corrections already a↵ect current bounds on the

coe�cients of the dimension-six operators. For illustra-

tion we perform two-operator fits, for (O(3)
�Q, OtW ) and

for (O(3)
�Q, O

(3)
qQ), using single top cross sections that are

available at the LHC at 8 TeV [27–29, 32] with the state
of the art SM prediction [33] and NLO EFT predictions
from this work. Limits are improved thanks to better
accuracy and precision, and can be clearly seen in Fig-
ure 3. The improvement might become even larger in
the future, as the s-channel has large K-factors and its
measurements may be improved by using boosted tops
[31]. For comparison we also show current limits on OtW

from decay measurements [13, 34, 35].
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qQ). Limits from top decay measurements are com-

pared.

Distributions. The QCD corrections have more cru-
cial e↵ects on the shapes of observables that can be used
to identify deviations. Some key observables have very
distinct distributions that depend on the relative contri-
bution from di↵erent operators. If any deviation in total
cross section is observed, these observables will determine
which operator is the source of the deviation. Even with-
out any deviation, including these observables in a global
analysis can help to constrain flat directions.

In our approach, distributions can be obtained at NLO
in QCD with PS simulation [21, 36], and with top quarks
decayed keeping spin correlations [37]. In Figure 4 we
show the normalized distributions of the rapidity of the
top, yt, in t-channel single top production, which is an ef-

ficient discriminating observable, and has been measured
already [38]. We can see that its distribution is more

forward for OtW while rather central for O(3)
�Q.
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FIG. 4. Normalized rapidity distributions of the top quark in
t-channel single top production, from OtW and O

(3)
�Q. Only the

interference with the SM is included. Lower panel shows the
K-factors of individual operators, with scale uncertainties.

Figure 4 explains why NLO corrections are important
when shape information is used. For yt it makes both
distributions more central, and so missing this correction
would lead to an underestimate of the size of the OtW

contribution on one hand and a corresponding overesti-

mate of O(3)
�Q on the other. We find that other variables,

including pT and rapidity of the first non-b jet and of the
first b-jet, are a↵ected in a similar way. Moreover, the
theory uncertainty in shapes due to missing QCD is not
captured by varying µR and µF . We thus conclude that,
in the t-channel, QCD corrections can lead to bias in an
EFT analysis, by shifting the theoretical predictions for
the shapes of discriminating observables.
To quantify this e↵ect, we consider two benchmark

points, 1: C(3)
�Q = 0.8, CtW = 2, and 2: C(3)

�Q = �1.1,
CtW = �1.4, each corresponding to about a 15% devia-
tion in the total cross section. We compute at NLO the
distributions of two observables, yt and pT of the first
non-b jet, and use the results as pseudo data, which we
consider in 5 bins for pT,j from 20 to 180 GeV and 6
bins for |yt| from 0 to 3. We then perform �2 fits with
LO and NLO predictions respectively and compare. Re-
sults depend on the combined uncertainty of experiment
and theory. Current data at LHC 8 TeV correspond to
⇠ 10% uncertainty in each bin [38]. Foreseeing future
improvements in the analyses, we assume ⇠ 5% uncer-
tainty in each bin and we find that the operator coef-
ficients extracted from the fit are completely shifted by

Precision matters, especially in differential distributions.

CtW , C(3)
'Q

[C. Zhang, arXiv:1601.06163]



ANOMALOUS TOP INTERACTIONS

�24

-1 -0.5 0 0.5 1
C̄i = Civ2/�2

individual
marginalizedC̄G

C̄33
uG

C̄1
u

C̄2
u

C̄1
d

C̄2
d

C̄33
uW

C̄t

C̄3
„q

C̄33
uB

C̄„u

C̄1
„q

Figure 12: 95% confidence intervals for the dimension-six operators that we consider

here, with all remaining operators set to zero (red) and marginalised over (blue). In cases

where there are constraints on the same operator from di↵erent classes of measurement,

the strongest limits are shown here. The lack of marginalised constraints for the final three

operators is discussed section 4.3.
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Global fit to top-quark data from Tevatron and Run I

Sensitive to new physics at the TeV scale in some interactions. 
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Two opportunities to find new physics during Run II:

Direct evidence of new phenomena at high energies.

Indirect evidence of new physics in precision observables.

Maturity in theory and experiment shifts the LHC paradigm:

The LHC is a discovery machine.

The LHC is a precision laboratory.
and
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