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Functional RG for Hubbard-type models 
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(few eVs) 
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 Model bandwidth Λ Interaction at scale  
~ eV 
not much structure, 
mean-field decoupling 
ambiguous/impossible 
 

Functional Renormalization Group (fRG):  

Provides low-energy effective action & momentum structure VΛ(k,k’,k+q)! 
Removes ambiguities of mean-field decouplings. 

Intermediate energy scales: particle-hole pairs, 
particle-particle loop corrections generate structure 
in effective low-energy interaction 
 

functional 
renormalization 
group (fRG): 
lower Λ

⇒ e.g. guided mean-field decoupling 
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Functional RG  
fRG captures all one-loop contributions: 
unbiased description of competing orders 

 
Keep track of wavevector structure: N-patch 
n  Discretize Brillouin zone into N patches 
n  More recently: channel decomposition & 

form factor expansion  
Often neglected: self-energy, higher-order 
interactions, frequency dependence 

Cooper Peierls 
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Flow to strong coupling 

Standard cases without self-energy feedback: 
Flow to strong coupling 

 

=

G0 

G0 

Initial condition  
V(k1, k2, k3) = U 

Flow 

Λc 
= estimate for gaps  
in electronic spectrum 

Leading low-energy 
correlations 

Energy scales 

è‘Weather forecast’ 

Metzner, Salmhofer et al. 
RMP 2012 



1. Quantitative issues: testing fRG for materials 
Take model Hamiltonian with parameters given, e.g., by DFT & 
cRPA 

 

 

 

 

 

n  Can fRG become quantitative low-energy frontend of 
ab-initio theory? 

n  Besides groundstate: Energy scales for phase transitions & 
relevant excitations? Trends within material families? 

target bands 

Single-particle 
parameters, 

fit or Wannier matrix 
elements  

Interaction parameters, 
e.g., Wannier matrix 

elements, cRPA  



Trends in 1111 iron arsenide superconductors 

metallic 
antiferromagnet 

(AF-SDW) 



Andersen & Boeri 2011 

La-1111 versus Sm-1111 
Why is Tc in La-1111 much lower than in Sm-1111? 

RE-OFeAs 
‘RE-1111’ 
RE=La,Sm, … 

FeAs-Tetrahedra 
elongate for Sm-1111 

La-1111  

Sm-1111  

Fe 
As 



Trends in 1111 iron arsenides 
fRG for 8-band model reproduces sizable Tc-difference for pairing, 
while keeping AF-SDW scale unchanged  

Superconducting scale differs ~ factor 3 

AF-SDW scale comparable  
Lichtenstein, Maier, Platt, Thomale, 
CH, Boeri, Andersen PRB 2014 

La-1111  Sm-1111  

Experimental trend reproduced 
Overall energy scale ok, or a little 
too small … 



Gaps in bi- & trilayer graphene 

Clean current-annealed 
suspendend BLG 

Proc. Nat. Acad. Sci., 109, 10802 (2012) 
Trilayer: Nature Physics, 7, 948 (2011), 
Lee, C.N. Lau et al. 2014 

See also: 
B. E. Feldman et 
al., Nature Phys. 
2009, 
A. S. Mayorov et 
al., Science 2011 
 
 
Trilayer gaps:  
Bao et al., 
Nature Phys. 
2011. 
 

PRL 2012 
Phys. Rev. Lett. 108, 
076602 (2012) 

Gap scale ≈ 2-3meV 
Tc ≈ 5K in bilayer, 
 
Even larger in trilayer (40meV) Also: Nijmegen (Maan) group 

Rep. Prog. Phys. 76 (2013) 056503 E McCann and M Koshino

(a)
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Figure 1. (a) Crystal structure of monolayer graphene with A (B)
atoms shown as white (black) circles. The shaded rhombus is the
conventional unit cell, a1 and a2 are primitive lattice vectors. (b)
Reciprocal lattice of monolayer and bilayer graphene with lattice
points indicated as crosses, b1 and b2 are primitive reciprocal lattice
vectors. The shaded hexagon is the first Brillouin zone with !
indicating the centre, and K+ and K− showing two non-equivalent
corners.

Ci ({E, i}). Thus, the lattice is symmetric with respect to
spatial inversion symmetry (x, y, z) → (−x, −y, −z).

Primitive reciprocal lattice vectors b1 and b2 of monolayer
and bilayer graphene, where a1 · b1 = a2 · b2 = 2π and
a1 · b2 = a2 · b1 = 0, are given by

b1 =
(

2π

a
,

2π√
3a

)
, b2 =

(
2π

a
, − 2π√

3a

)
. (2)

As shown in figure 1(b), the reciprocal lattice is a hexagonal
Bravais lattice, and the first Brillouin zone is a hexagon.

2.2. The tight-binding model

2.2.1. An arbitrary crystal structure. In the following,
we will describe the tight-binding model [53, 59, 60] and its
application to bilayer graphene. We begin by considering an
arbitrary crystal with translational invariance and M atomic
orbitals φm per unit cell, labelled by index m = 1 . . . M . Bloch
states $m(k, r) for a given position vector r and wave vector

(a)

(b)

Figure 2. (a) Plan and (b) side view of the crystal structure of
bilayer graphene. Atoms A1 and B1 on the lower layer are shown as
white and black circles, A2, B2 on the upper layer are black and
grey, respectively. The shaded rhombus in (a) indicates the
conventional unit cell.

k may be written as

$m(k, r) = 1√
N

N∑

i=1

eik.Rm,i φm

(
r − Rm,i

)
, (3)

where N is the number of unit cells, i = 1 . . . N labels the unit
cell, and Rm,i is the position vector of the mth orbital in the
ith unit cell.

The electronic wave function %j (k, r) may be expressed
as a linear superposition of Bloch states

%j (k, r) =
M∑

m=1

ψj,m(k) $m(k, r), (4)

where ψj,m are expansion coefficients. There are M different
energy bands, and the energy Ej(k) of the j th band is given by
Ej(k) = ⟨%j |H|%j ⟩/⟨%j |%j ⟩ where H is the Hamiltonian.
Minimizing the energy Ej with respect to the expansion
coefficients ψj,m [53, 60] leads to

Hψj = EjSψj , (5)

where ψj is a column vector, ψT
j =

(
ψj1, ψj2, . . . , ψjM

)
.

The transfer integral matrix H and overlap integral matrix S
are M × M matrices with matrix elements defined by

Hmm′ = ⟨$m|H|$m′ ⟩, Smm′ = ⟨$m|$m′ ⟩. (6)

The band energies Ej may be determined from the generalized
eigenvalue equation (5) by solving the secular equation

det
(
H − EjS

)
= 0, (7)

where ‘det’ stands for the determinant of the matrix.
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Model for layered graphene 
E.g. AB (bernal) stacked bilayer: 
 
 
 
 
 

Four bands, 2 quadratic band 
crossing points @ K,K’ 
 
 

Take ab-initio-derived interaction 
parameters (‘constrained RPA’), 
interpolate between mono-layer and 
graphite values 

Wehling et al. PRL 2011 



ungapped 
semimetal 

N-Layer graphene @ charge neutrality 

AA bilayer, 
Sanchez de la Pena, 
Scherer, CH, 2014 

AB bilayer, ABC trilayer 
Scherer(N-1), Uebelacker, CH, 2012 

AB bilayer 

ABC trilayer 

Single layer: Raghu, Scherer0, CH et al., PRL 
2008 Quantum spin Hall 

charge density 
wave spin density 

wave 



The ‘scale challenge’  
fRG scales for gaps in layered graphene seems far too large 
compared to experiment, even with ‘realistic’ model parameters 
Sources of error: 
v  N-patch fRG (in-)sufficient approximation?  

v  Model incorrect? Other interactions? Long-range Coulomb! 
v  Model parameters incorrect? cfRG instead of cRPA? 
 
 
 

Th. Lang et al. PRL 2012, 
compares QMC gaps  with 
fRG scale, pure onsite 
Hubbard U 

fRG 



Resolve patching ambiguities 
Choice of representative wavevectors for patches matters:  

Daniel D. Scherer, Michael M. Scherer, C. Honerkamp, Phys. Rev. B 92 (2015) 

Yanick Volpez, Daniel D. Scherer, and Michael M. Scherer 
Phys. Rev. B 94, 165107 (2016) 

QSH phase replaced 
by charge-modulated 
phase 

Convergence requires several patch rings  



2. Truncated unity fRG in momentum space 
n  Builds on channel decomposition à la Salmhofer et al. 

(Husemann, Salmhofer, PRB 2009) 

n  Incorporates numerical advantages of singular-mode (SM-)fRG, 
Q.H. Wang et al. PRB 21012 

n  Idea: insert resolutions of unity in momentum space factor basis 
into one-loop RG eqns 

n  Truncation of basis provides physically transparent 
approximation & high momentum resolution  

n  Parallelizes nicely on high-performance architectures (= 
headroom for attacking frequency-dependence, selfenergies, …) 

J. Lichtenstein, D. Sanchez dlP, D. Rohe, CH, 
S.A. Maier  
Computer Physics Communications  2017 
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full interaction,

P [V ](x1, x3; s) =
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C[V ](x1, x3;u) =
X
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As the frequency components of k1/3 are fermionic, these functions have an odd periodicity with respect to the
imaginary time components of x1/3, e.g.

P [V ](x1 ± �, x3; s) = �P [V ](x1, x3; s) = P [V ](x1, x3 ± �; s) , (48)

where the ±� is to be understood with respect to the imaginary time component only.
The fRG flow equation for the channel coupling functions read

@⇤P⇤(k1, k3; s) =
T

N

L

X

k

V⇤(k1,�k1 + s, k) @⇤ [G⇤(k)G⇤(�k + s)]V⇤(k,�k + s, k3) (49)
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T

N

L

X

k
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X

k
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@⇤C⇤(k1, k3;u) =
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X

k

V⇤(k1, k + u, k) @⇤ [G⇤(k)G⇤(k + u)]V⇤(k, k3 + u, k3) (53)

B. Insertion of unities

The flow equation on the PP channel is of the type

Ṗ⇤(k1, k3; s) =
T

N

L

X

k

V⇤(k1, k; s)LPP(k; s)V⇤(k, k3; s) (54)

We can now insert unities
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where N = N

L
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⌧

with N

L

as the number of lattice sites.
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Channel decomposition 
 
Instead of one function of three variables, use three functions P,D, C of 
one ’strong/bosonic‘ variable  

‘weak/fermionic’ variables, 
smooth dependence 

Husemann, Salmhofer, Giering, 
Eberlein & Metzner , Maier 
&CH ... Karrasch et al. 

s = k1 + k2 , t = k3 � k1 , u = k4 � k1

80 5.1. The three regimes
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Figure 5.5: (color) Snapshot of the couplings with first outgoing wave vector
fixed at point 1 (see Fig. 5.2) when the largest couplings have exceeded the order of the bandwidth
for the three different choices of chemical potential and temperature discussed in the text. The
colorbars indicate the values of the couplings.
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Figure 5.6: (color) Snapshot of the couplings with first outgoing wave vector
fixed at point 3 (see Fig. 5.2) when the largest couplings have exceeded the order of the bandwidth
for the three different choices of chemical potential and temperature discussed in the text. The
colorbars indicate the values of the couplings. For , for , close to
the US.
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Figure 5.2: Fermi surfaces and the 32 points for the three different chemical potentials discussed
in the text. denotes the average particle number per site, i.e. corresponds to half-
filling. The dots on the FS (solid line) indicate the patch centers with patch indices given by the
numbers. The dashed line denotes the Umklapp surface (US).

flow to strong coupling in the lightly shaded regions in Fig. 5.1. At low temperatures it
extends also to densities slightly higher than the van Hove density.
A closer analysis shows that the -wave component in the pair scattering is generated
at intermediate scales by the particle-hole processes with momentum transfer as
described in Chapter 1. Hence this type of flow to strong coupling can be considered as
a Kohn-Luttinger-type Cooper instability where the repulsive scattering in the particle-
hole between the saddle points first generates a sizable initial value for the -wave pair
scattering and is then gradually cut off at lower scales because the phase space for the

-particle-hole processes decreases due to the shape of the FS. The pair scattering
amplitudes are shown in detail in Fig. 5.4.
The dominance of the -wave Cooper scattering is also seen in the comparison of the
susceptibilities: the -wave pairing susceptibility grows much faster than the AF
susceptibility (see Fig. 5.10).
The uniform charge susceptibility is somewhat suppressed at intermediate scales but
very close to the instability the attractive Cooper scatterings in the forward scattering
channel start to dominate the vertex corrections to the charge coupling and cause a pole
in the RPA-like expression (see Eq. 3.69) for for near the saddle points. This is
shown in Fig. 5.7. From the right plot we observe that the charge coupling for modes
close to the van Hove points ( ) diverges to instead of being supressed to zero.
This is then the reason of a sharp upturn in (see Fig. 5.11) as also observed by Halboth
et al. [Halboth 2000]. Thus the RG flow in the -wave regime is not consistent with a
flow towards an incompressible state and does not suggest the opening of a charge gap
at the saddle points.
At low scales the uniform spin susceptibility is suppressed to zero by the strong

Data for 
VΛ(k1,k2,k3) 
from 2D 
Hubbard model, 
CH (2000) 

k2 � k3 = k4 � k1 = const.

k3 � k1 = const.
k1 + k3 = const.

V⇤(k1, k2, k3) = V0(k1, k2, k3) + P⇤(k1, k3; s) +D⇤(k1, k4; t) + C⇤(k1, k3;u)



Channel decomposition 
 
Instead of one function of three variables, use three functions P,D, C of 
one ’strong/bosonic‘ variable  

‘weak/fermionic 
variables‘, captured by 
smooth form factors fx(k),
form factor expansion: 

Husemann, Salmhofer, Giering, 
Eberlein & Metzner , Maier & CH ... 
Karrasch et al. 

s = k1 + k2 , t = k3 � k1 , u = k4 � k1
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FIG. 4. Definitions of leg variables of the three channel couplings.

The channel coupling functions P⇤(k1, k3; s), D⇤(k1, k2; t) and C⇤(k1, k2;u) possess expansions in the basis functions,

P⇤(k1, k3; s) =
X

x1,x3

f

x1(k1)f
⇤
x3
(k3)P⇤(x1, x3; s) (36)

=
1

N

X

x1,x3

e

ix1k1
e

�ik3x3
P⇤(x1, x3; s) , (37)

D⇤(k1, k3; t) =
X

x1,x3

f

x1(k1)f
⇤
x3
(k3)D⇤(x1, x3; t) (38)

=
1

N

X
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e
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D⇤(x1x3; t) , (39)

C⇤(k1, k3;u) =
X

x1,x3

f

x1(k1)f
⇤
x3
(k3)C⇤(x1, x3;u) (40)

=
1

N

X

x1,x3

e

ix1k1
e

�ik3x3
C⇤(x1, x3;u) , (41)

For fixed bosonic variables s, t or u, the channel propagators P⇤(x1, x3; s), D⇤(x1, x3; t) and C⇤(x1, x3;u) are matrices
with the dimension given by the number of form factors kept. During the flow we need the channel-projections of the

9

full interaction,

P [V ](x1, x3; s) =
X
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As the frequency components of k1/3 are fermionic, these functions have an odd periodicity with respect to the
imaginary time components of x1/3, e.g.

P [V ](x1 ± �, x3; s) = �P [V ](x1, x3; s) = P [V ](x1, x3 ± �; s) , (48)

where the ±� is to be understood with respect to the imaginary time component only.
The fRG flow equation for the channel coupling functions read
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B. Insertion of unities

The flow equation on the PP channel is of the type

Ṗ⇤(k1, k3; s) =
T
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We can now insert unities
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where N = N

L

⇥N

⌧

with N

L

as the number of lattice sites.
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This gives

Ṗ⇤(k1, k3; s) =
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we can now consider the projection
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leading to the flow equation
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This can be cast in the form of a matrix product,
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with the projected bubble
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In the D-channel we have three terms on the right hand side that di↵er by the inidices in the coupling functions. The
first coupling function in the first line then gets projected as
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In summary, the fRG equations for D and C become
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Ċ⇤(x1, x3; s) =
1

N

X

x

0
,x

00

C[V ]⇤(x1, x
0;u)LPH(x

0
, x

00;u)C[V ]⇤(x
00
, x3;u) . (66)

C. Cross-projections

On the right hand sides of the above flow equations, we have to evaluate the channel projections of the coupling
function. Considering e.g. P [V ]⇤(x1, x

0; s) with the decomposition (32) and the expansions (36), (38), (40), we notice

10

This gives
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This can be cast in the form of a matrix product,
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with the projected bubble
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In the D-channel we have three terms on the right hand side that di↵er by the inidices in the coupling functions. The
first coupling function in the first line then gets projected as
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C. Cross-projections

On the right hand sides of the above flow equations, we have to evaluate the channel projections of the coupling
function. Considering e.g. P [V ]⇤(x1, x

0; s) with the decomposition (32) and the expansions (36), (38), (40), we notice
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we can now consider the projection
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This can be cast in the form of a matrix product,
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1
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with the projected bubble
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In the D-channel we have three terms on the right hand side that di↵er by the inidices in the coupling functions. The
first coupling function in the first line then gets projected as
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while the first coupling function in the second line becomes
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In summary, the fRG equations for D and C become

Ḋ⇤(x1, x3; s) = � 2
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C. Cross-projections

On the right hand sides of the above flow equations, we have to evaluate the channel projections of the coupling
function. Considering e.g. P [V ]⇤(x1, x

0; s) with the decomposition (32) and the expansions (36), (38), (40), we notice

V⇤(k1, k2, k3) = V0(k1, k2, k3) + P⇤(k1, k3; s) +D⇤(k1, k4; t) + C⇤(k1, k3;u)



Form factor basis:  
bonds on real space lattice 
Form factors/basis functions fn(k) most easily organized on real space 
Bravais lattice spanned by bond vectors  
 ~b = b1~e1 + b2~e2

For most cases: 
Short bonds b most important 
<=> form factors fn(k) smooth 
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FIG. 4. Definitions of leg variables of the three channel couplings.

The channel coupling functions P⇤(k1, k3; s), D⇤(k1, k2; t) and C⇤(k1, k2;u) possess expansions in the basis functions,
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D⇤(k1, k3; t) =
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For fixed bosonic variables s, t or u, the channel propagators P⇤(x1, x3; s), D⇤(x1, x3; t) and C⇤(x1, x3;u) are matrices
with the dimension given by the number of form factors kept. During the flow we need the channel-projections of the

xi = ~

bi

C. Platt, W. Hanke, R. Thomale, Adv. Phys. 2013 

f~b(~r) = �~r,~b

Symmetrize wrt IRREPs of 
point group G 

e.g. 
‘d-wave‘ - - + 

bond functions 

fl(~r) =
X

R2G
al(R)�~r,R~b

real lattice 

f~b(
~k) = ei

~k·~b

f
d

x

2�y2
(

~k) / cos k
x

� cos k
y

bond exponentials 

fl(~k) =
X

R2G
al(R)fR~b(

~k)

reciprocal lattice 



Fermion bilinear interaction 
 

In real space, P-interaction becomes pair-pair scattering: 

fl(~r) =
X

~b

al(~b) �~r,~b

e.g. 
‘d-wave‘ - - + 

HV =
1

2

X

l1,l3
s,s0

2

4
X

~b3

a⇤l3(
~b3)c

†
~r3,s

c†
~r3+~b3,s0

3

5V P
l1,l3

 
~r1 � ~r3 +

~b1 �~b3
2

! 2

4
X

~b1

al1(~b1)c~r1+~b,s0
c~r1,s

3

5

~r3

~r1

~b1

~b3
~r

~r
outgoing pair, 
short ranged 

incoming pair, 
short ranged 

pair distance, can get long 
~ exchange boson 

Intuitive representation with meaningful truncations 

Channel decomposition is way of rewriting full interaction as sum 
of interactions between all possible/necessary fermion bilinears!    

particle-particle-
pairs   

particle-hole-pairs, 
spin flip   

particle-hole-pairs, 
no spin flip   

V⇤(k1, k2, k3) = V0(k1, k2, k3) + P⇤(k1, k3; s) +D⇤(k1, k4; t) + C⇤(k1, k3;u)



Numerically still hard  

k1 

k2 k4 

k3 

Integration 
variable  

p 

‘Bosonic’ 
momentum transfer 
p-k4, runs over 
peaks in ‘foreign’ 
interactions C, D  

Typical C(k1,k3;u)  vs. strong 
momentum u  

(other channels similar) 

è need to integrate over sharp peaks 
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This gives
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we can now consider the projection
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This can be cast in the form of a matrix product,
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with the projected bubble
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In the D-channel we have three terms on the right hand side that di↵er by the inidices in the coupling functions. The
first coupling function in the first line then gets projected as
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In summary, the fRG equations for D and C become
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N

X

x

0
,x

00

D[V ]⇤(x1, x
0; t)LPH(x

0
, x

00; t)D[V ]⇤(x
00
, x3; t)

+
1

N

X

x

0
,x

00

C[V ]⇤(x1, x
0; t)LPH(x

0
, x

00; t)D[V ]⇤(x
00
, x3; t)

+
1

N

X

x

0
,x

00

D[V ]⇤(x1, x
0; t)LPH(x

0
, x

00; t)C[V ]⇤(x
00
, x3; t) , (65)

Ċ⇤(x1, x3; s) =
1

N

X

x

0
,x

00

C[V ]⇤(x1, x
0;u)LPH(x

0
, x

00;u)C[V ]⇤(x
00
, x3;u) . (66)

C. Cross-projections

On the right hand sides of the above flow equations, we have to evaluate the channel projections of the coupling
function. Considering e.g. P [V ]⇤(x1, x

0; s) with the decomposition (32) and the expansions (36), (38), (40), we notice

V⇤(k1, k2, k3) = V0(k1, k2, k3) + P⇤(k1, k3; s) +D⇤(k1, k4; t) + C⇤(k1, k3;u)



Truncated unity fRG: matrix flow equations 
Consider flow of pairing interaction 
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full interaction,

P [V ](x1, x3; s) =
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As the frequency components of k1/3 are fermionic, these functions have an odd periodicity with respect to the
imaginary time components of x1/3, e.g.

P [V ](x1 ± �, x3; s) = �P [V ](x1, x3; s) = P [V ](x1, x3 ± �; s) , (48)

where the ±� is to be understood with respect to the imaginary time component only.
The fRG flow equation for the channel coupling functions read
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B. Insertion of unities

The flow equation on the PP channel is of the type
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we can now consider the projection
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leading to the flow equation
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This can be cast in the form of a matrix product,
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with the projected bubble
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In the D-channel we have three terms on the right hand side that di↵er by the inidices in the coupling functions. The
first coupling function in the first line then gets projected as
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while the first coupling function in the second line becomes
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In summary, the fRG equations for D and C become
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C. Cross-projections

On the right hand sides of the above flow equations, we have to evaluate the channel projections of the coupling
function. Considering e.g. P [V ]⇤(x1, x

0; s) with the decomposition (32) and the expansions (36), (38), (40), we notice
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full interaction,

P [V ](x1, x3; s) =
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As the frequency components of k1/3 are fermionic, these functions have an odd periodicity with respect to the
imaginary time components of x1/3, e.g.

P [V ](x1 ± �, x3; s) = �P [V ](x1, x3; s) = P [V ](x1, x3 ± �; s) , (48)

where the ±� is to be understood with respect to the imaginary time component only.
The fRG flow equation for the channel coupling functions read
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B. Insertion of unities

The flow equation on the PP channel is of the type
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We can now insert unities
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where N = N
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as the number of lattice sites.
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Insert (truncated) unities: 

Project both sides on form factor basis: Ṗ⇤(x1, x3; s) =
1
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Ṗ⇤(k1, k3; s)e

�ik3x3
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we can now consider the projection
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leading to the flow equation
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This can be cast in the form of a matrix product,
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with the projected bubble
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In the D-channel we have three terms on the right hand side that di↵er by the inidices in the coupling functions. The
first coupling function in the first line then gets projected as
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while the first coupling function in the second line becomes
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In summary, the fRG equations for D and C become
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C. Cross-projections

On the right hand sides of the above flow equations, we have to evaluate the channel projections of the coupling
function. Considering e.g. P [V ]⇤(x1, x

0; s) with the decomposition (32) and the expansions (36), (38), (40), we notice
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This can be cast in the form of a matrix product,

Ṗ⇤(x1, x3; s) =
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P [V ]⇤(x1, x
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00
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with the projected bubble
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In the D-channel we have three terms on the right hand side that di↵er by the inidices in the coupling functions. The
first coupling function in the first line then gets projected as
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while the first coupling function in the second line becomes
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In summary, the fRG equations for D and C become
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C. Cross-projections

On the right hand sides of the above flow equations, we have to evaluate the channel projections of the coupling
function. Considering e.g. P [V ]⇤(x1, x

0; s) with the decomposition (32) and the expansions (36), (38), (40), we notice

=)

Flow eqns become matrix products of 
projected couplings and loops (no slow integrals)  

Truncate sum, only 
take relevant form 
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full interaction,

P [V ](x1, x3; s) =
X

k1,k3

f

⇤
x1
(k1)fx3(k3)V⇤(k1,�k1 + s, k3) (42)

=
1
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V⇤(k1,�k1 + s, k3) , (43)
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V⇤(k1, k3 + u, k3) , (47)

As the frequency components of k1/3 are fermionic, these functions have an odd periodicity with respect to the
imaginary time components of x1/3, e.g.

P [V ](x1 ± �, x3; s) = �P [V ](x1, x3; s) = P [V ](x1, x3 ± �; s) , (48)

where the ±� is to be understood with respect to the imaginary time component only.
The fRG flow equation for the channel coupling functions read
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B. Insertion of unities

The flow equation on the PP channel is of the type

Ṗ⇤(k1, k3; s) =
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V⇤(k1, k; s)LPP(k; s)V⇤(k, k3; s) (54)

We can now insert unities
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where N = N
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⌧

with N

L

as the number of lattice sites.
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features corresponding to strong repulsive couplings on the
line k! 2!k! 3!(" ,").
If we increase the absolute value of t! and adjust the

chemical potential such that the FS remains at the van Hove
points, the characteristic temperature Tc for the flow to
strong coupling drops continuously and for t!"!0.2t , the
d-wave susceptibility takes over as the leading susceptibility.
In the flow of the couplings one clearly observes the domi-
nant dx2!y2 symmetry of the pair scattering, see the diagonal
features in the middle plot of Fig. 6. For t!!!0.25t and a
band filling slightly larger than the van Hove filling we again
find a regime where the flow of d-wave and AF processes is
strongly coupled similar-to the saddle point regime studied in
Ref. 15.
Here we focus on the flow at the van Hove filling when

we increase the absolute value of t!. The characteristic tem-
perature for the flow to strong coupling drops rapidly for t!
#!0.3t , while for t!$!0.33t it rises again. For these val-
ues the flow to strong coupling is dominated by processes
with small momentum transfer %middle plot in Fig. 7& and the
FM susceptibility 's(q! #0! ) is by far the most divergent sus-
ceptibility at low temperatures %right plot in Fig. 7&. The
overall behavior strongly suggests a critical value for t!

around tc!!!0.33t , where the ground state changes from
d-wave singlet superconducting to ferromagnetic. We note
that while our method allows us, within the approximations
made, to detect the instability of the Fermi liquid state
against ferromagnetic fluctuations, it does not give any infor-
mation on the degree of the polarization of the ordered
ground state.
Further we stress the fundamental difference of the quali-

tative change in the flow from the d wave of the FM regime
to the crossover from the AF to the d-wave regime: in the
latter case the transition is continuous and takes place at
relatively high scales. As emphasized in Refs. 15 and 16, for
the FS close to the saddle points and away from half-filling,
AF and d-wave tendencies do not compete but reinforce each
other on the one-loop level; therefore one finds a gradual
change in the character of the flow to strong coupling when
t! is varied. There are strong indications15 that the strong
coupling state for a certain parameter range is not simply a
symmetry-broken phase. In contrast with that, the transition
from the dx2!y2-wave regime to the FM regime at larger
absolute values of t! is very distinct and—as suggested by
our one-loop analysis—may be a quantum critical point of
two mutually excluding tendencies. Due to the competition
between singlet superconducting and ferromagnetic tenden-
cies, the characteristic temperature for the flow to strong cou-
pling becomes suppressed to smallest values around tc! . The
precise properties of the quantum critical point cannot be
analyzed further for the time being because the numerical
integration of the RG flow becomes rather time-consuming
for these parameters.
The rivalry between singlet superconducting and FM ten-

dencies is already foreshadowed on the d-wave side at t!!
!0.3t . There the temperature-flow scheme yields much
lower characteristic temperatures than the momentum-shell
scheme used in Ref. 15, which is rather insensitive against
the FM tendencies arising from the van Hove points for the
reasons mentioned in the Introduction.
The transition from singlet pairing to the ferromagnetic

regime can also be seen in the flow of certain coupling func-
tions that couple into both channels. For example, let us take
the component VT(1,25,25) for an N#48 system %see Fig.

FIG. 5. Flow to strong coupling for t!#!0.025t and (
#!0.1t . The left plot shows the 48 points on the Fermi surface
%points 1, 12, 13, 24, etc., are closest to the saddle points&. The
middle plot shows the coupling function VT(k1 ,k2 ,k3) at low T as
a function of the two incoming wave vectors labeled by k1 and k2
moving around the FS. k3 is fixed at point 6 in the Brillouin zone
diagonal. The gray scale denotes the value of the coupling function
in units of t. The right plot shows the flow of the AF susceptibility
%dashed line&, d-wave susceptibility %solid line&, and FM suscepti-
bility %dotted line& as a function of the temperature T.

FIG. 6. Flow to strong coupling for t!#!0.25t and (#!t .
The left plot shows the 48 points on the Fermi surface %points 1, 12,
13, 24, etc., are closest to the saddle points&. The middle plot shows
the coupling function VT(k1 ,k2 ,k3) at low T as a function of the
two incoming wave vectors labeled by k1 and k2 moving around the
FS. k3 is fixed at point 1 close to a saddle point. The gray scale
denotes the value of the coupling function in units of t. The right
plot shows the flow of the AF susceptibility %dashed line&, d-wave
susceptibility %solid line&, and FM susceptibility %dotted line& as a
function of the temperature T.

FIG. 7. Flow to strong coupling for t!#!0.45t and (#
!1.8t . The left plot shows the 48 points on the Fermi surface
%points 1, 12, 13, 24, etc., are closest to the saddle points&. The
middle plot shows the coupling function VT(k1 ,k2 ,k3) at low T as
a function of the two incoming wave vectors labeled by k1 and k2
moving around the FS. k3 is fixed at point 6 in the Brillouin diag-
onal. The gray scale denotes the value of the coupling function in
units of t. The right plot shows the flow of the AF susceptibility
%dashed line&, d-wave susceptibility %solid line&, and FM suscepti-
bility %dotted line& as a function of the temperature T.
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If we increase the absolute value of t! and adjust the

chemical potential such that the FS remains at the van Hove
points, the characteristic temperature Tc for the flow to
strong coupling drops continuously and for t!"!0.2t , the
d-wave susceptibility takes over as the leading susceptibility.
In the flow of the couplings one clearly observes the domi-
nant dx2!y2 symmetry of the pair scattering, see the diagonal
features in the middle plot of Fig. 6. For t!!!0.25t and a
band filling slightly larger than the van Hove filling we again
find a regime where the flow of d-wave and AF processes is
strongly coupled similar-to the saddle point regime studied in
Ref. 15.
Here we focus on the flow at the van Hove filling when

we increase the absolute value of t!. The characteristic tem-
perature for the flow to strong coupling drops rapidly for t!
#!0.3t , while for t!$!0.33t it rises again. For these val-
ues the flow to strong coupling is dominated by processes
with small momentum transfer %middle plot in Fig. 7& and the
FM susceptibility 's(q! #0! ) is by far the most divergent sus-
ceptibility at low temperatures %right plot in Fig. 7&. The
overall behavior strongly suggests a critical value for t!

around tc!!!0.33t , where the ground state changes from
d-wave singlet superconducting to ferromagnetic. We note
that while our method allows us, within the approximations
made, to detect the instability of the Fermi liquid state
against ferromagnetic fluctuations, it does not give any infor-
mation on the degree of the polarization of the ordered
ground state.
Further we stress the fundamental difference of the quali-

tative change in the flow from the d wave of the FM regime
to the crossover from the AF to the d-wave regime: in the
latter case the transition is continuous and takes place at
relatively high scales. As emphasized in Refs. 15 and 16, for
the FS close to the saddle points and away from half-filling,
AF and d-wave tendencies do not compete but reinforce each
other on the one-loop level; therefore one finds a gradual
change in the character of the flow to strong coupling when
t! is varied. There are strong indications15 that the strong
coupling state for a certain parameter range is not simply a
symmetry-broken phase. In contrast with that, the transition
from the dx2!y2-wave regime to the FM regime at larger
absolute values of t! is very distinct and—as suggested by
our one-loop analysis—may be a quantum critical point of
two mutually excluding tendencies. Due to the competition
between singlet superconducting and ferromagnetic tenden-
cies, the characteristic temperature for the flow to strong cou-
pling becomes suppressed to smallest values around tc! . The
precise properties of the quantum critical point cannot be
analyzed further for the time being because the numerical
integration of the RG flow becomes rather time-consuming
for these parameters.
The rivalry between singlet superconducting and FM ten-

dencies is already foreshadowed on the d-wave side at t!!
!0.3t . There the temperature-flow scheme yields much
lower characteristic temperatures than the momentum-shell
scheme used in Ref. 15, which is rather insensitive against
the FM tendencies arising from the van Hove points for the
reasons mentioned in the Introduction.
The transition from singlet pairing to the ferromagnetic

regime can also be seen in the flow of certain coupling func-
tions that couple into both channels. For example, let us take
the component VT(1,25,25) for an N#48 system %see Fig.
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%points 1, 12, 13, 24, etc., are closest to the saddle points&. The
middle plot shows the coupling function VT(k1 ,k2 ,k3) at low T as
a function of the two incoming wave vectors labeled by k1 and k2
moving around the FS. k3 is fixed at point 6 in the Brillouin zone
diagonal. The gray scale denotes the value of the coupling function
in units of t. The right plot shows the flow of the AF susceptibility
%dashed line&, d-wave susceptibility %solid line&, and FM suscepti-
bility %dotted line& as a function of the temperature T.
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the coupling function VT(k1 ,k2 ,k3) at low T as a function of the
two incoming wave vectors labeled by k1 and k2 moving around the
FS. k3 is fixed at point 1 close to a saddle point. The gray scale
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%points 1, 12, 13, 24, etc., are closest to the saddle points&. The
middle plot shows the coupling function VT(k1 ,k2 ,k3) at low T as
a function of the two incoming wave vectors labeled by k1 and k2
moving around the FS. k3 is fixed at point 6 in the Brillouin diag-
onal. The gray scale denotes the value of the coupling function in
units of t. The right plot shows the flow of the AF susceptibility
%dashed line&, d-wave susceptibility %solid line&, and FM suscepti-
bility %dotted line& as a function of the temperature T.
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Fig. 7. The discretization of the momentum dependence is shown for the particle–particle exchange propagator P(l) (left part, 992 grid points) and for the particle–hole
exchange propagators C(l) and D(l) (right part, 6632 grid points).

of parallelizable work packages, which in turn rather supports par-
allelizability. Our implementation scales very well up to 64 nodes
and for 128 nodes we still find a very reasonable speedup of 98.4,
as shown in Fig. 6.

4. The t–t 0 Hubbard model as a test case

We have applied our implementation of the TUfRG to the t–t 0
Hubbard model on the square lattice, which is well studied [15,19,
24–26] but still contains some regions in the parameter space with
unclear ground state properties. The single particle dispersion is
given as

✏(k) = �2 t (cos(kx) + cos(ky)) � 4 t 0 cos(kx) cos(ky) � µ (31)

which contains three free parameters in general. In addition a
fourth parameter in the Hubbard model is given by the onsite
density–density interaction strength U . A simultaneous rescaling
of these four parameterswill leave the physics of the system invari-
ant, but will rescale all physical energies. To take this into account
we measure all energies relative to the parameter t . Furthermore,
we restrict ourselves to van Hove filling µ = 4 t 0 and use U = 3 t
which leaves us with only one free parameter t 0.

Fig. 7 shows the discretization of the momentum space that we
have used for the calculation of the exchange propagators. Inside
the areas of high grid point density we have expected strong peaks
of the exchange propagator values that need to be resolved more
accurately. Those areas have been chosen according to the results
of previous studies on this model and can also be motivated by
simple single channel deliberations.

In order to investigate the applicability of the insertion of trun-
cated unity partitions, we have checked how the results change
with increasing truncation length. To this end, we have performed
the fRG flow in the parameter range from t 0 = �0.10 t to
t 0 = �0.45 t with different truncations of the form factor basis.
Starting from a truncation at the first nearest neighbor, we have
successively increased the number of form factors until a sixth
nearest neighbor truncation. The calculations have been started at
an initial scale two orders of magnitude larger than the bandwidth
and have been stopped when the largest absolute value of the
exchange propagators has become one order of magnitude higher
than the bandwidth. It turns out that the results do not depend
on the precise values of the initial scale and the largest exchange
propagator component. For each data point, the ground state type
has been determined by the largest exchange propagator value by
means of the corresponding channel (pairing, magnetic or charge),
ordering vector, and form factor symmetry. Fig. 8 shows the crit-
ical scales as functions of t 0 and exhibits three different kinds of
ground states. Spin density wave (SDW) and ferromagnetic (FM)
instabilities manifest in the magnetic channel with an s-symmetry

Fig. 8. The critical scales for different truncation (bond) lengths of the form factor
basis are plotted against the secondnearest neighbor hopping t 0 for the t-t 0 Hubbard
model at vanHove fillingwithU = 3.0 t . On the upper horizontal axis the respective
electron density ⇢ is given. Nearest neighbor bonds that correspond to the different
truncations are shown in the inset. The gray bars separate the parameter regimes of
the three observed instabilities, those are spin density wave (SDW)with l ⇠ (⇡ , ⇡ ),
d-wave superconductivity (dSC) with zero total momentum and ferromagnetism
(FM).

and ordering vector l ⇠ (⇡ , ⇡ ) and l = (0, 0), respectively. The
observed d-wave superconductivity (dSC) appears in the pairing
channel with zero total momentum. By reason of clarity the tran-
sitions between the different phases are only shown sketchily in
this plot. However, the transition values of t 0 turn out to change
very mildly with the truncation length for both transitions.

Focusing on the SDW regime, it becomes obvious that the
critical scales are nearly unchanged by increasing the number of
form factors. This shows that the important feedback from other
channels –which lowers the critical scales compared to those from
single channel calculations – is already contained in the TUfRG us-
ing a nearest neighbor truncation. Thanks to the high momentum
resolution of the magnetic channel around (⇡ , ⇡ ) we are able to
distinguish incommensurate from commensurate orderings. Fig. 9
shows the dominant SDW ordering vectors for different values of
t 0 resulting from our fRG calculation. For reasons of comparison
Fig. 9 contains a secondplot that shows thepositions of themaxima
of the bare fermionic loop �ph(l). Those positions are the same
as the SDW ordering vectors calculated from a random phase
approximation (RPA) in this loop. As the fRG vectors are closer to
(⇡ , ⇡ ) than the RPA vectors, the inter-channel coupling is likely
to support commensurate orderings. Within the dSC regime we

6632 
points 
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line k! 2!k! 3!(" ,").
If we increase the absolute value of t! and adjust the

chemical potential such that the FS remains at the van Hove
points, the characteristic temperature Tc for the flow to
strong coupling drops continuously and for t!"!0.2t , the
d-wave susceptibility takes over as the leading susceptibility.
In the flow of the couplings one clearly observes the domi-
nant dx2!y2 symmetry of the pair scattering, see the diagonal
features in the middle plot of Fig. 6. For t!!!0.25t and a
band filling slightly larger than the van Hove filling we again
find a regime where the flow of d-wave and AF processes is
strongly coupled similar-to the saddle point regime studied in
Ref. 15.
Here we focus on the flow at the van Hove filling when

we increase the absolute value of t!. The characteristic tem-
perature for the flow to strong coupling drops rapidly for t!
#!0.3t , while for t!$!0.33t it rises again. For these val-
ues the flow to strong coupling is dominated by processes
with small momentum transfer %middle plot in Fig. 7& and the
FM susceptibility 's(q! #0! ) is by far the most divergent sus-
ceptibility at low temperatures %right plot in Fig. 7&. The
overall behavior strongly suggests a critical value for t!

around tc!!!0.33t , where the ground state changes from
d-wave singlet superconducting to ferromagnetic. We note
that while our method allows us, within the approximations
made, to detect the instability of the Fermi liquid state
against ferromagnetic fluctuations, it does not give any infor-
mation on the degree of the polarization of the ordered
ground state.
Further we stress the fundamental difference of the quali-

tative change in the flow from the d wave of the FM regime
to the crossover from the AF to the d-wave regime: in the
latter case the transition is continuous and takes place at
relatively high scales. As emphasized in Refs. 15 and 16, for
the FS close to the saddle points and away from half-filling,
AF and d-wave tendencies do not compete but reinforce each
other on the one-loop level; therefore one finds a gradual
change in the character of the flow to strong coupling when
t! is varied. There are strong indications15 that the strong
coupling state for a certain parameter range is not simply a
symmetry-broken phase. In contrast with that, the transition
from the dx2!y2-wave regime to the FM regime at larger
absolute values of t! is very distinct and—as suggested by
our one-loop analysis—may be a quantum critical point of
two mutually excluding tendencies. Due to the competition
between singlet superconducting and ferromagnetic tenden-
cies, the characteristic temperature for the flow to strong cou-
pling becomes suppressed to smallest values around tc! . The
precise properties of the quantum critical point cannot be
analyzed further for the time being because the numerical
integration of the RG flow becomes rather time-consuming
for these parameters.
The rivalry between singlet superconducting and FM ten-

dencies is already foreshadowed on the d-wave side at t!!
!0.3t . There the temperature-flow scheme yields much
lower characteristic temperatures than the momentum-shell
scheme used in Ref. 15, which is rather insensitive against
the FM tendencies arising from the van Hove points for the
reasons mentioned in the Introduction.
The transition from singlet pairing to the ferromagnetic

regime can also be seen in the flow of certain coupling func-
tions that couple into both channels. For example, let us take
the component VT(1,25,25) for an N#48 system %see Fig.

FIG. 5. Flow to strong coupling for t!#!0.025t and (
#!0.1t . The left plot shows the 48 points on the Fermi surface
%points 1, 12, 13, 24, etc., are closest to the saddle points&. The
middle plot shows the coupling function VT(k1 ,k2 ,k3) at low T as
a function of the two incoming wave vectors labeled by k1 and k2
moving around the FS. k3 is fixed at point 6 in the Brillouin zone
diagonal. The gray scale denotes the value of the coupling function
in units of t. The right plot shows the flow of the AF susceptibility
%dashed line&, d-wave susceptibility %solid line&, and FM suscepti-
bility %dotted line& as a function of the temperature T.

FIG. 6. Flow to strong coupling for t!#!0.25t and (#!t .
The left plot shows the 48 points on the Fermi surface %points 1, 12,
13, 24, etc., are closest to the saddle points&. The middle plot shows
the coupling function VT(k1 ,k2 ,k3) at low T as a function of the
two incoming wave vectors labeled by k1 and k2 moving around the
FS. k3 is fixed at point 1 close to a saddle point. The gray scale
denotes the value of the coupling function in units of t. The right
plot shows the flow of the AF susceptibility %dashed line&, d-wave
susceptibility %solid line&, and FM susceptibility %dotted line& as a
function of the temperature T.

FIG. 7. Flow to strong coupling for t!#!0.45t and (#
!1.8t . The left plot shows the 48 points on the Fermi surface
%points 1, 12, 13, 24, etc., are closest to the saddle points&. The
middle plot shows the coupling function VT(k1 ,k2 ,k3) at low T as
a function of the two incoming wave vectors labeled by k1 and k2
moving around the FS. k3 is fixed at point 6 in the Brillouin diag-
onal. The gray scale denotes the value of the coupling function in
units of t. The right plot shows the flow of the AF susceptibility
%dashed line&, d-wave susceptibility %solid line&, and FM suscepti-
bility %dotted line& as a function of the temperature T.
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FM susceptibility 's(q! #0! ) is by far the most divergent sus-
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d-wave singlet superconducting to ferromagnetic. We note
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against ferromagnetic fluctuations, it does not give any infor-
mation on the degree of the polarization of the ordered
ground state.
Further we stress the fundamental difference of the quali-

tative change in the flow from the d wave of the FM regime
to the crossover from the AF to the d-wave regime: in the
latter case the transition is continuous and takes place at
relatively high scales. As emphasized in Refs. 15 and 16, for
the FS close to the saddle points and away from half-filling,
AF and d-wave tendencies do not compete but reinforce each
other on the one-loop level; therefore one finds a gradual
change in the character of the flow to strong coupling when
t! is varied. There are strong indications15 that the strong
coupling state for a certain parameter range is not simply a
symmetry-broken phase. In contrast with that, the transition
from the dx2!y2-wave regime to the FM regime at larger
absolute values of t! is very distinct and—as suggested by
our one-loop analysis—may be a quantum critical point of
two mutually excluding tendencies. Due to the competition
between singlet superconducting and ferromagnetic tenden-
cies, the characteristic temperature for the flow to strong cou-
pling becomes suppressed to smallest values around tc! . The
precise properties of the quantum critical point cannot be
analyzed further for the time being because the numerical
integration of the RG flow becomes rather time-consuming
for these parameters.
The rivalry between singlet superconducting and FM ten-

dencies is already foreshadowed on the d-wave side at t!!
!0.3t . There the temperature-flow scheme yields much
lower characteristic temperatures than the momentum-shell
scheme used in Ref. 15, which is rather insensitive against
the FM tendencies arising from the van Hove points for the
reasons mentioned in the Introduction.
The transition from singlet pairing to the ferromagnetic

regime can also be seen in the flow of certain coupling func-
tions that couple into both channels. For example, let us take
the component VT(1,25,25) for an N#48 system %see Fig.
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a function of the two incoming wave vectors labeled by k1 and k2
moving around the FS. k3 is fixed at point 6 in the Brillouin zone
diagonal. The gray scale denotes the value of the coupling function
in units of t. The right plot shows the flow of the AF susceptibility
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the coupling function VT(k1 ,k2 ,k3) at low T as a function of the
two incoming wave vectors labeled by k1 and k2 moving around the
FS. k3 is fixed at point 1 close to a saddle point. The gray scale
denotes the value of the coupling function in units of t. The right
plot shows the flow of the AF susceptibility %dashed line&, d-wave
susceptibility %solid line&, and FM susceptibility %dotted line& as a
function of the temperature T.

FIG. 7. Flow to strong coupling for t!#!0.45t and (#
!1.8t . The left plot shows the 48 points on the Fermi surface
%points 1, 12, 13, 24, etc., are closest to the saddle points&. The
middle plot shows the coupling function VT(k1 ,k2 ,k3) at low T as
a function of the two incoming wave vectors labeled by k1 and k2
moving around the FS. k3 is fixed at point 6 in the Brillouin diag-
onal. The gray scale denotes the value of the coupling function in
units of t. The right plot shows the flow of the AF susceptibility
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Fig. 9. For different values of t 0 the dominant ordering vectors are shown as they result from the TUfRG (left part) and from a random phase approximation (RPA) based
on the bare fermionic loop �ph(l) (right part). Those loop calculations were done at the critical cutoff ⌦c from the respective TUfRG calculation at the same value of t 0 . The
points are labeled by the value of �t 0/t . In comparison, the fRG vectors are closer to the commensurate case at (⇡ , ⇡ ) than the ones resulting from the RPA calculation.

Fig. 10. The critical scales from first and sixth nearest neighbor truncations (the
same as in Fig. 8) are plotted against t 0 . For reasons of comparison, results from the
previous fRG studies [13] and [14] are shown as well.

find a change of the critical scales by including the fourth nearest
neighbor form factors. But this correction is small until we get
close to the phase transition to FM. Moreover, it can be seen from
Fig. 8 that numerically the last-named parameter region around
t 0 ⇡ �0.34 t is themost difficult one. These difficulties are directly
connected to the fact that the nature of this transition is highly
unclear in general. There are fRG studies that find a quantum
critical point between the two phases [15,25] while others – like
the present one – do not indicate such a phenomenon [13]. By
further decreasing t 0 we enter the FM region, where a larger jump
occurs between the scales of a first and a second nearest neighbor
truncation. Beyond that, the inclusion of longer bond form factors
has only a small impact on the results. Taken togetherwe find a fast
convergence of the critical scales – more precisely the influence of
form factors beyond second nearest neighbor is rather low–within
the investigated parameter regime except for values of t 0 close to
the phase transition between dSC and FM.

Besides comparing different truncations with each other, a
comparison to findings from other studies is necessary to validate
the insertion of a truncated partition of unity into the flow equa-
tions. In Fig. 6 of Ref. [13] and in curve (i) in the left part of Fig.
3 of Ref. [14] the same model has been studied using exchange
parametrization fRG in the same truncation of the flow equation
hierarchy. The findings from those studies are plotted together
with our first and sixth nearest neighbor truncation results in
Fig. 10. While all curves are very similar in both the SDW and

the dSC parameter regime, the scales from the older studies are
closer to our results from first nearest neighbor truncation than
to the higher order findings in the region with a FM ground state
and around the transition point between dSC and FM. Generally,
it is not surprising that critical scales are reduced by increasing
inter-channel feedback – which is the consequence of taking more
form factors into account – when the influence of the subleading
ordering tendency (dSC) on the dominant one (FM) has destructive
character. Hence, our higher order truncation results can be seen as
quantitative corrections to the critical scales from the two previous
investigations within the FM region.

5. Conclusion

We derived the TUfRG equations on the basis of an exchange
parametrization in Section 2. As argued in Section 2.5, the loop
integration in the TUfRG is much easier from a computational
viewpoint than in a conventional exchange parametrization ap-
proach. This advantage was obtained at the cost of adding a pro-
jection task which turns out to be of minor importance for the
total computation time in many cases and can be accelerated by
reusing precomputed data in the other cases. The convenience in
numerics originates from a separation of fermionic and exchange
propagators that at the same time simplifies the parallelization
of the program code. Benefits from a hybrid parallelization in
terms of speedup are illustrated in Section 3. As a consequence of
accelerating the calculation by using many compute cores, it was
possible to access a large set of form factors in the TUfRG approach.

A convergence check for the case of the t–t 0 Hubbard model
at van Hove filling has shown that the results converge fast with
the number of form factors except for parameters close to the
phase transition between d-wave superconductivity and ferro-
magnetism. Although there are previous works that use form fac-
tor expansions, the present study is the first that demonstrates
convergence with respect to the truncation of this basis. Addition-
ally, we have seen a good agreement with results from previous
exchange parametrization studies when using a comparable set
of form factors, while being able to produce results of higher
accuracy.

In summary, the presented TUfRG realization pioneers the com-
bination of an efficient parametrization of the coupling function
and a high-performance implementation. Both aspects are essen-
tial for applying the fRG to complexmultiband systems and obtain-
ing results that are quantitatively more precise than the current
state of the art. By analogy with the convergence in the form factor
basis, the momentum dependencies of the exchange propagators
are highly resolved. As interactions that are longer-ranged in po-
sition space are sharply peaked in momentum representation, a
high-resolution code – like the present one – is needed to con-
duct investigations on such interaction shapes correctly. Besides
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I. INTRODUCTION

A. Phonon-mediated pairing

The impact of the frequency width of the mediating boson is clear from BCS theory. Here, the e↵ective pair
scattering comes out in the ladder approximation as

V (T ) =
V0

1 + LPP(T )V0
, (1)

i.e. one gets a Cooper instability when 1 + LPP(Tc

)V0 = 0. LPP(T ) is the particle-particle bubble at zero total
momentum and frequency. In the simplest approximation with an instantaneous, i.e. frequency-independent attraction
V0, the bubble is (in a usual approximation with a flat density of states ⇢0 for band energy |✏| < W ) given by
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The label 1 refers to the inifinitely fast phonon-mediated interaction. However, in real life the phonon has a finite
excitation energy and the phonon-mediated interaction is retarded. It has the form (in the approximation of an
Einstein phonon with energy ⌦ ⌧ W )
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states in a band of width W with D0 = 1 and 120 fermionic Matsubara frequencies. The critical scale for the pairing
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value corresponding to Eq. 3is approached. This calculation with a coupling function as a function of one incoming
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scale as function of ⌦ would be desirable. This is developed below.
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FIG. 1. The critical pairing scales in a toy model with a phonon-mediated interaction between the electrons versus the phonon
energy scale ⌦. The thick solid lines with the bullets is the result of an fRG calculation for the pairing scale of the model
described in the text, with flat density of states in a band of width W above and below the Fermi level, at T = 0.01W and
using 120 fermionic Matsubara frequencies. The thin solid line is the pairing scale for an instantaneous interaction comparable
to Eq. 3. The dashed line is the scale of Eq. 6, which is approached for ⌦ ⌧ W .
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The impact of the frequency width of the mediating boson is clear from BCS theory. Here, the e↵ective pair
scattering comes out in the ladder approximation as
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The label 1 refers to the inifinitely fast phonon-mediated interaction. However, in real life the phonon has a finite
excitation energy and the phonon-mediated interaction is retarded. It has the form (in the approximation of an
Einstein phonon with energy ⌦ ⌧ W )
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which is usually much lower than the T
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of the instantaneous approximation. In Fig. 1 we show results of an RG
calculation with the Cooper channle at zero total momentum and frequency only in a model with flat density of
states in a band of width W with D0 = 1 and 120 fermionic Matsubara frequencies. The critical scale for the pairing
instability rises linearly with the phonon frequency ⌦ if ⌦/W ⌧ 1 as given by Eq. 6. For large ⌦, the asymptotic
value corresponding to Eq. 3is approached. This calculation with a coupling function as a function of one incoming
and one outgoing Matsubara frequency is still pretty fast, but of course the full RG is more demanding. A channel-
decomposed description of the frequency-dependent interaction that can produce the correct behavior of the critical
scale as function of ⌦ would be desirable. This is developed below.

B. E↵ect of frequency dependence in a simple model for spin-fluctuation-mediated pairing

A similar e↵ect of the frequency dependence of the mediating boson-like interaction should be expected for spin-
fluctuation-driven superconductivity. Here, close to magnetic ordering the magnetic fluctuation will be concentrated
around a small characteristic frequency ⌦
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which will go to zero at a quantum critical point where magnetic ground
state ordering sets in. In this regime, the straighforward (but possibly naive) analogy to the phonon-mediated cases
will give a pairing T
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. Most fRG studies looking for superconducting pairing mediated by spin fluctuations
have neglected the frequency dependence of the flowing interactions. They bascically work with the zero-frequency
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the AF ordering instability that occurs for these small �ext by the particle-particle channel for the g3-couplings. The
latter suppresses repulsive interactions mainly for zero total incoming frequency while the AF instability takes place
in the couplings with zero crossed frequency transfer. Therefore the channel coupling only works for the joint set of
couplings that have both small total frequency and small crossed frequency transfer. For the frequency-independent
flows all g3s are the same, i.e. the full g3 is a↵ected by the suppression. Overall, this scale change for small �ext is
not large, as the AF tendency is quite strong. For larger �ext, in the pairing regime, we see reductions of the pairing
scale up to 32%. This reason here is the analogous e↵ect to the width of the phonon propagator, namely that the AF
fluctuations develop a finite width in the frequency transfer during the flow. This then leads to a reduced impact on
the pairing channel. As the pairing strength in the d-wave channel is zero without Af fluctuations, this narrowing in
the transfer frequency is a sizable e↵ect. The reduction is however still not so drastic as in the phonon case, as the
frequency structure of the AF fluctuations only builds up during the flow and is pretty broad in the earlier stages of
the flow.

FIG. 3. Left plot: Critical scales of the simplified two-patch model vs. particle-hole gap parameter �
ext

. The flows for
�

ext

< 0.45W are towards an AF instability while the flows for larger �
ext

(right of the kink in the thicker line) are towards
a d-wave paired state. The thicker solid line with the bullets is for frequency-dependent couplings, the thinner solid line for
the frequency-independent case. The two right plots show the frequency dependence of g

3

and g
4

near the instability, for total
frequency !

+

!
2

= 0, as function of the first incoming wavevector !
1

and the first outgoing wavevector !
3

. g
4

is again only
enhanced for small !

1/3, while g
3

is in addition still quite strong along the line !
1

= �!
2

= �!
3

. This is a remnant of the AF
spin fluctuations, which are largest around zero crossed transfer frequency, i.e. !

3

= !
2

.

II. BASIS FUNCTION FOR TUFRG

A. Real and reciprocal lattice

The real space is given by a Bravais lattice of N
L

sites, with the lattice spacing set to unity. Let the the set of all

real lattice or bond vectors be denoted by L =
n

~

b

o

. Then the set of functions
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, (13)
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g2+g3 leading: AF instability 
 
g3-g4 leading: d-wave pairing  
instability 
 
Tuning parameter Δext > 0 
suppresses AF channel 

Freq.dep. couplings 
gi(ω1, ω2,ω3) 

w/o frequency 
dependence 

for 2D Hubbard: Giering, Salmhofer 
2012; Uebelacker, CH 2012 

-30% 

n  For spin-fluctuation-mediated pairing: Ω = Ωsf  (~ mass of spin fluctuations) 

n  Simple two-patch model (= toy model for spin-fluctuation pairing), interactions 
depending on three Matsubara frequencies 

T. Reckling 

Ωsf 
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labelled by the ~bs, is an orthonormal basis on the discrete space spanned by the lattice vectors ~r 2 L. Their discrete
Fourier transforms are
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B. Frequency space and imaginary time

For fermionic Matsubara frequencies !
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Working with a dense index set ⌧ will not be feasible. Instead, we decompose the time axis into equidistant steps
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. (20)

This means we sample the true ⌧ -dependence with a sampling rate f
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/�. Then, according to Nyquist’s
sampling theory we cannot resolve frequencies above
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Z

�

0

d⌧ . . . �! �

N

⌧

X

l

. . . , (22)

We now define the Fourier transformation
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D. Matsubara sums

Next we focus on the frequency dependences and suppress momenta in the formalism. We compute the following
general one-loop Matsubara sums, projected on the basis functions for the frequency dependence. The PP bubble
projection for total incoming frequency is and fixed band energies ✏, ✏0 is
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For the PH bubble one gets for frequency transfer t
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As

e
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n

F

(✏) = n

F

(�✏) (80)

we have the ’boundary conditions’

L
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PH(⌧, ⌧ ; t) . (81)

IV. PHONON-MEDIATED PAIRING

A. Pairing by a phonon

To make it more concrete, let’s consider a phonon propagator for D,

V (!1,!3 + t,!1 + t) = D(t) = D0
⌦2

t

2 + ⌦2
. (82)

Using the D-projection formula (44) we get
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with the Fourier representation for ⌧
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� 0,
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D. Matsubara sums

Next we focus on the frequency dependences and suppress momenta in the formalism. We compute the following
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Critical scales in BCS model 
TUfRG with frequency basis: test for phonon-mediated pairing 
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Here, we cheated a bit by computing the Matsubara sum as an infinite sum and not using the finite frequency window.
For small N

⌧

, there will be corrections.
In BCS theory, the insertion of the phonon-mediated interaction in the PP channel leads to a growth of an attractive

pairing interaction if both the external frequencies !1 and !3 are smaller than ⌦. This can be seen nicely in the fRG
data when we use a pairing function P (!1,!3, ⌫) with the phonon as initial condition and let it flow in the Cooper
channel only.

FIG. 5. Lines with bullets: Critical scales from the TUfRG with frequency form factors with di↵erent N⌧ = 10, 40, 90, . . . 640 at
T = 0.01W with D = 1. The solid line is the scale for coupling functions that depend on two fermionic Matsubara frequencies.
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PP-ladder with 
freq.dep. coupling 

TUfRG 

Seems to work ok! 



Test in 2-patch model 
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dependence 
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Conclusions 

n  Functional RG is a versatile tool to 
explore low-energy physics of 
interacting fermions in low 
dimension, for material studies 
qualitatively useful (see R. Thomale) 

n  Quantitative precision is currently 
improved 

n  Wavevector-TUfRG allows to reach 
high resolution and convergence wrt 
to form factor basis   

n  Frequency-TUfRG should work as 
well … 
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the AF ordering instability that occurs for these small �ext by the particle-particle channel for the g3-couplings. The
latter suppresses repulsive interactions mainly for zero total incoming frequency while the AF instability takes place
in the couplings with zero crossed frequency transfer. Therefore the channel coupling only works for the joint set of
couplings that have both small total frequency and small crossed frequency transfer. For the frequency-independent
flows all g3s are the same, i.e. the full g3 is a↵ected by the suppression. Overall, this scale change for small �ext is
not large, as the AF tendency is quite strong. For larger �ext, in the pairing regime, we see reductions of the pairing
scale up to 32%. This reason here is the analogous e↵ect to the width of the phonon propagator, namely that the AF
fluctuations develop a finite width in the frequency transfer during the flow. This then leads to a reduced impact on
the pairing channel. As the pairing strength in the d-wave channel is zero without Af fluctuations, this narrowing in
the transfer frequency is a sizable e↵ect. The reduction is however still not so drastic as in the phonon case, as the
frequency structure of the AF fluctuations only builds up during the flow and is pretty broad in the earlier stages of
the flow.

FIG. 3. Left plot: Critical scales of the simplified two-patch model vs. particle-hole gap parameter �
ext

. The flows for
�

ext

< 0.45W are towards an AF instability while the flows for larger �
ext

(right of the kink in the thicker line) are towards
a d-wave paired state. The thicker solid line with the bullets is for frequency-dependent couplings, the thinner solid line for
the frequency-independent case. The two right plots show the frequency dependence of g

3

and g
4

near the instability, for total
frequency !

+

!
2

= 0, as function of the first incoming wavevector !
1

and the first outgoing wavevector !
3

. g
4

is again only
enhanced for small !

1/3, while g
3

is in addition still quite strong along the line !
1

= �!
2

= �!
3

. This is a remnant of the AF
spin fluctuations, which are largest around zero crossed transfer frequency, i.e. !

3

= !
2

.

II. BASIS FUNCTION FOR TUFRG

A. Real and reciprocal lattice

The real space is given by a Bravais lattice of N
L

sites, with the lattice spacing set to unity. Let the the set of all

real lattice or bond vectors be denoted by L =
n

~

b

o

. Then the set of functions

f

~

b

(~r) = �

~r,

~

b

, (13)

13

Here, we cheated a bit by computing the Matsubara sum as an infinite sum and not using the finite frequency window.
For small N

⌧

, there will be corrections.
In BCS theory, the insertion of the phonon-mediated interaction in the PP channel leads to a growth of an attractive

pairing interaction if both the external frequencies !1 and !3 are smaller than ⌦. This can be seen nicely in the fRG
data when we use a pairing function P (!1,!3, ⌫) with the phonon as initial condition and let it flow in the Cooper
channel only.

FIG. 5. Lines with bullets: Critical scales from the TUfRG with frequency form factors with di↵erent N⌧ = 10, 40, 90, . . . 640 at
T = 0.01W with D = 1. The solid line is the scale for coupling functions that depend on two fermionic Matsubara frequencies.

⇤ honerkamp@physik.rwth-aachen.de
1 Stefan Uebelacker and Carsten Honerkamp, Phys. Rev. B 86, 235140 (2012).


