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## Supplementary Note 1: Analytical formula for bifurcation points

The bifurcation points of steady state solutions of the nonlinear system [Eq. (8) in the main manuscript] from the trivial branches can be shown to be given by solutions of

$$
\begin{equation*}
2[\cosh (\Omega)-1]-\frac{\mathscr{P} \hat{c}}{\mathscr{A} \mathscr{D}(\hat{c})} \Omega \sinh (\Omega)=0, \tag{S1}
\end{equation*}
$$

with $\Omega^{2}=\left[\hat{L}_{ \pm}^{2} \mathscr{A} \mathscr{D}(\hat{c})-\mathscr{P} \hat{L}_{ \pm}^{2} \hat{c}\right] /\left[\mathscr{L}^{2} \mathscr{A} \mathscr{D}(\hat{c})\right]$ and $\hat{c}=1 / \hat{L}_{ \pm}$. This implicit formula, generalizing a criterion given in Recho et al. ${ }^{1}$ to the nonlinear diffusion case, implies that the bifurcation structure stays similar to the linear case $\mathscr{D}(c) \equiv 1$. Figure S1 shows the relaxation dynamics of the model, determining the stability of the branches. The full bifurcation diagram can be obtained using the continuation method ${ }^{2}$ and is shown in Fig. S2.

## Supplementary Note 2: Diffusion of Tonks gas and comparison to Taylor expansions

We found that for $e_{\mathrm{A}}=0$ (no attraction, only excluded volume, i.e., the Tonks gas) the concentration peaks in the motile steady state are still limited, but bistability does not occur. Thus, accelerating diffusion at high concentrations, as commonly assumed ${ }^{3,4}$, is not sufficient in this thermodynamically consistent model to achieve bistability. We also find that one needs to be careful using a truncated Taylor expansion as this may result in changes in the criticality of the bifurcation for certain (unphysical) parameters of the full excluded volume interaction, as we will now explain.

For the Tonks gas of hard spheres on a line the nonlinear diffusion coefficient is equivalent to the van der Waals diffusion coefficient without any attractive energy ( $e_{\mathrm{A}}=0$ ), i.e., analogously to Eq. (6) in the main text,

$$
\begin{equation*}
\mathscr{D}^{\text {Tonks }}(c)=\left(1+\frac{c}{c_{\infty}-c}\right)^{2} \tag{S2}
\end{equation*}
$$

where $c_{\infty}=1 / N_{A} b$ with hard sphere diameter $b$. This model, henceforth called the Tonks gas, has the second order Taylor approximation

$$
\begin{equation*}
\mathscr{D}^{\text {Taylor }}(c)=1+\frac{2 c}{c_{\infty}}+\frac{3 c^{2}}{c_{\infty}^{2}} \tag{S3}
\end{equation*}
$$

Note that the linear term in the van der Waals fluid with attractive energy is $\left(2 / c_{\infty}-e_{\mathrm{A}}\right) c$, which means that a diffusion coefficient with vanishing linear term, as suggested in Ref. ${ }^{3}$, is equivalent to $e_{\mathrm{A}}=2 / c_{\infty}$, which is still supercritical and thus falls within our framework. Consequently, neglecting a linear term means that attraction has implicitly been considered.

Figure S3 depicts the bifurcation diagrams for the Tonks gas model, its second order Taylor approximation, the quadratic model with $e_{\mathrm{A}}=2 / c_{\infty}$ and consistent volume exclusion, its Taylor approximation, the latter suggested in Ref. ${ }^{3}$, and the linear Taylor approximation of the Tonks gas for different saturation concentrations $c_{\infty}$. Note that in the Taylor approximations we have no divergence at $c=c_{\infty}$ and thus can look at saturation concentrations below the steady state concentration $c_{\infty}<\hat{c}=1 / \hat{L}_{+} \approx 1.1$. For the second order Taylor approximation of the Tonks model we find bistability only in this regime inconsistent with the thermodynamic volume exclusion interpretation, while including such volume exclusion does not yield bistability. For the truncated quadratic model bistability is generally also in this inconsistent region or very close to $c_{\infty}=1 / \hat{L}_{+}$, not in agreement with experiments. In the case of linear dependence of diffusion on the concentration we do not find any bistability for saturation concentrations as low as $c_{\infty}=0.01$, corresponding to an unreasonably large linear contribution (cf. Fig. S3(e)).

Effectively, truncating the Taylor expansion means that we introduce higher order terms cancelling the higher order terms of volume exclusion. These terms are not consistent with volume exclusion in the chemical potential and should not be neglected as in the nonlinear regime large concentrations are observed ${ }^{4}$. Hence, volume exclusion through the chemical potential alone cannot account for bistability if no cancelling effects in higher order terms are considered.

## Supplementary Note 3: Length dynamics governed by integrated active stress

To study the effect of optogenetic activation, we included optogenetic activation in the active stress in the equation for stress [Eq. (8) in the main manuscript], $-\mathscr{P} / L c \rightarrow-(\mathscr{P}+\mathscr{E} \Xi) / L c$, and introduced a global myosin recruitment with saturation concentration $c_{\infty}$ and recruitment rate $\mathscr{R}$. The full system of equations, modified from Eq. (8) in the main manuscript, then reads

$$
\begin{align*}
\frac{\mathscr{L}^{2}}{L^{2}} \partial_{u}^{2} \sigma-\sigma & =-\frac{\mathscr{P}+\mathscr{E} \Xi}{L} \tilde{c},  \tag{S4a}\\
\partial_{t} \tilde{c}+\frac{1}{L} \partial_{u}\left[\left(\frac{1}{\mathscr{A} L} \partial_{u} \sigma+\hat{v}\right) \tilde{c}\right] & =\frac{1}{L^{2}} \partial_{u}\left[\mathscr{D}(\tilde{c} / L) \partial_{u} \tilde{c}\right]+\frac{\mathscr{R}}{L} \Xi \tilde{c}\left(L c_{\infty}-\tilde{c}\right), \tag{S4b}
\end{align*}
$$

To see that length and velocity dynamics are governed by the integrated active stress and hence the integrated optogenetic signals, the equation for stress, Eq. (S4a), is integrated. The steady state length including optogenetic activation is then given by

$$
\begin{equation*}
\hat{L}_{\mathrm{act}}=1+\int_{0}^{1} s(u) \mathrm{d} u-\int_{0}^{1}[\mathscr{P}+\mathscr{E} \Xi(u)] c(u) \mathrm{d} u \tag{S5}
\end{equation*}
$$

with the stress deviation field from the boundary condition $s(u)=\sigma(u)+(L-1)$. Note that we assumed the signal $\Xi$ to only depend on the internal position $u$, i.e., the cell is in a non-motile steady state or the activation region is moved along with the cell. Similarly to Ref. ${ }^{5}$, we find that the steady state length is dominated by the active stress term, i.e., the last integral of the concentration field $c$ in Eq. (S5).

Using the Green's function for $\sigma$ from Eq. (S4a), one can see that the velocity $V$ only depends on the antisymmetric part of the integrated active stress $-(\mathscr{P}+\mathscr{E} \Xi) c$ with respect to the cell center, $u=1 / 2$, weighted by an appropriate integration kernel from the homogeneous solution. Thus the velocity also depends on the integrated active stress.

## Supplementary Note 4: Continuation with optogenetic activation

For a localized contractility perturbation we introduced a sharp continuous representation of the left-half box function

$$
\begin{equation*}
\Xi(u)=\frac{1}{2}\left(1+\tanh \left(\frac{1 / 2-u}{0.001}\right)\right) . \tag{S6}
\end{equation*}
$$

We then used continuation for $\mathscr{R}=0$ to calculate the bifurcation diagram for different activation strenghts $\mathscr{E}$ for the same parameters as in Fig. 3(a) in the main manuscript with $e_{\mathrm{A}}=0.63$, see Fig. S4(a). For optogenetic activation the pitchfork bifurcation separates into two saddle-node bifurcations, where the loss of stability of the previously non-motile solution is marked by the movement of the saddle node-bifuraction beyond the value of Pe. In Fig. S4(b) we continue the non-motile solutions $(V=0)$ for different Pe in $\mathscr{E}$. The saddle-node bifurcation, where branch switching occurs, if activated beyond, marks the activation threshold for motility initiation for fixed Pe. The stability threshold, shown in Fig. 6 in the main manuscript, is determined as the loci of this bifurcation in the $(\mathscr{A}, \mathscr{E})$ plane for fixed $\mathscr{L}^{2} \mathscr{A}=1.25 / 77$.

## Supplementary Note 5: Discontinuous Galerkin weak form of BVP

For the discontinuous Galerkin (dG) weak form we consider the interval $\Omega=[0,1]$ to be split into $n_{\text {mesh }}$ equally sized subintervals $K$. In the following we denote with $\partial K \equiv \partial K \backslash \partial \Omega$ the boundary of subinterval K without external boundary points. We consider a function space of discontinuous functions on the subintervals. For a (test-)function $\omega$ the notation $\langle\omega\rangle=\left(\omega^{(+)}+\omega^{(-)}\right) / 2$ denotes the average of the two values left and right of the discontinuity, $\omega^{(+)}$and $\omega^{(-)}$, respectively, and $[\llbracket \omega]=\omega^{(+)}-\omega^{(-)}$is the difference or jump at the discontinuity. For the advection we define the upwind flux

$$
\phi(\hat{v} c, n)=(\hat{v} c n-|\hat{v} c n|) / 2=\left\{\begin{array}{lll}
0 & \hat{v} c n \geq 0, & \text { flow in direction } n  \tag{S7}\\
\hat{v} c n & \hat{v} c n<0, & \text { flow against direction } n
\end{array}\right.
$$

where $n \in\{+1,-1\}$. We use the Symmetric Weighted Interior Penalty (SWIP) Finite Elements scheme. For this let $D^{(+)}$and $D^{(-)}$be the left and right diffusion constants at an interior face. Note that both (solely) depend on the concentration in the two subintervals and are therefore not constants but will have to be determined alongside with $c$. We define weights $\eta^{(+)}$and $\eta^{(-)}$ such that $\eta^{(+)}+\eta^{(-)}=1$, in particular ${ }^{6}$,

$$
\begin{equation*}
\eta^{( \pm)}=\frac{D^{(\mp)}}{D^{(+)}+D^{(-)}} \tag{S8}
\end{equation*}
$$

Note the sign switch between $\eta$ and $D$. We define the weighted average at the interfaces as $\langle\omega\rangle_{\eta}=\eta^{(+)} \omega^{(+)}+\eta^{(-)} \omega^{(-)}$. We also have to introduce a diffusion-dependent penalty factor, which is taken as the harmonic mean

$$
\begin{equation*}
\gamma_{D}=\frac{2 D^{(+)} D^{(-)}}{D^{(+)}+D^{(-)}} \tag{S9}
\end{equation*}
$$

on inner faces and as $\gamma_{D}=D^{(\cdot)}$ at outer faces, where $(\cdot)$ represents the only existing sign.
For the stress we introduce the auxiliary field $s=\sigma+(L-1)$ for which we have homogeneous Dirichlet boundary conditions. The weak form of Eq. (S4a) reads

$$
\begin{align*}
0= & \sum_{K}\left\{\int_{K} \frac{\mathscr{L}^{2}}{L^{2}}\left(\partial_{u} s\right)\left(\partial_{u} \omega\right) \mathrm{d} V+\int_{K}\left[s-(L-1)-\frac{\mathscr{P}+\mathscr{E} \Xi}{L} c\right] \omega \mathrm{d} V\right. \\
& \left.\left.\left.\left.\left.\left.+\int_{\partial K} \frac{\mathscr{L}^{2}}{L^{2}} \frac{\alpha}{h} \llbracket s n\right]\right][\omega n] \mathrm{d} S-\int_{\partial K} \frac{\mathscr{L}^{2}}{L^{2}}\left\langle\partial_{u} s\right\rangle \llbracket \omega n\right] \mathrm{~d} S-\int_{\partial K} \frac{\mathscr{L}^{2}}{L^{2}}\left\langle\partial_{u} \omega\right\rangle \llbracket s n\right]\right] \mathrm{~d} S\right\}  \tag{S10}\\
& +\int_{\partial \Omega} \frac{\mathscr{L}^{2}}{L^{2}} \frac{\alpha}{h} s \omega \mathrm{~d} S-\int_{\partial \Omega} \frac{\mathscr{L}^{2}}{L^{2}}\left(\partial_{u} s\right) \omega n \mathrm{~d} S-\int_{\partial \Omega} \frac{\mathscr{L}^{2}}{L^{2}} s\left(\partial_{u} \omega\right) n \mathrm{~d} S
\end{align*}
$$

where $\omega$ is an appropriate test function, $h$ is the mesh size, $n$ is the outward pointing normal $n= \pm 1$, and $\alpha$ is the Nitsche parameter, chosen to be $\alpha=5$ in this work. The first line of Eq. (S10) is the weak form for a solution inside the subintervals. The second line implements consistency and symmetry, and penalizes jumps at interior interfaces. The third line is a weak version of the homogeneous Dirichlet boundary condition $s(0)=0=s(1)$.

For the concentration equation, Eq. (S4b), we introduce the full advection velocity $\hat{\beta}=\left(\frac{1}{\mathscr{A} L} \partial_{u} \sigma+\hat{v}\right)$ and obtain the weak form

$$
\begin{align*}
0= & \sum_{K}\left\{\int_{K} \frac{\tilde{c}-\tilde{c}^{(-1)}}{\Delta t} \mathrm{~d} V-\int_{K} \frac{1}{L} \hat{\beta}^{(-1)} \tilde{c}\left(\partial_{u} \omega\right) \mathrm{d} V+\int_{K} \frac{1}{L^{2}} \mathscr{D}(\tilde{c} / L)\left(\partial_{u} \tilde{c}\right)\left(\partial_{u} \omega\right) \mathrm{d} V-\int_{K} \frac{\mathscr{R}}{L} \Xi \tilde{c}\left(L c_{\infty}-\tilde{c}\right) \omega \mathrm{d} V\right. \\
& \left.\left.\left.\left.+\int_{\partial K} \frac{\gamma_{D}}{L^{2}} \frac{\alpha}{h}[\llbracket \tilde{c} n]\right] \llbracket \omega n\right] \mathrm{~d} S-\int_{\partial K} \frac{1}{L^{2}}\left\langle\mathscr{D}(\tilde{c} / L) \partial_{u} \tilde{c}\right\rangle_{\eta} \llbracket \omega n\right]\right] \mathrm{d} S-\int_{\partial K} \frac{1}{L^{2}}\left\langle\mathscr{D}(\tilde{c} / L)\left(\partial_{u} \omega\right)\right\rangle_{\eta} \llbracket \tilde{c} n \rrbracket \mathrm{~d} S  \tag{S11}\\
& \left.+\int_{\partial K} \frac{1}{L} \llbracket \omega n \rrbracket\left(\phi\left(\hat{\beta}^{(-1)(+)} \tilde{c}^{(+)}, n\right)-\phi\left(\hat{\beta}^{(-1)(-)} \tilde{c}^{(-)}, n\right)\right) \mathrm{d} S\right\},
\end{align*}
$$

where the superscript $(-1)$ denotes quantities from the previous timestep. We thus use an implicit Euler scheme but with the advection velocity $\hat{\beta}$ given by the solution of the stress equation in the last step. Note that the Neumann boundary condition $\partial_{u} \tilde{c}\left(u_{ \pm}, t\right)=L \hat{\beta} \tilde{c}\left(u_{ \pm}, t\right) / \mathscr{D}(\tilde{c} / L)$ from motor conservation is implicitly incorporated: the advection term drops out as we would need to introduce it with a different sign to enforce the advection flux at the boundary.
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| quantity | used value | literature values |
| :---: | :---: | :---: |
| cell length $L_{0}$ | $20 \mu \mathrm{~m}$ | $20 \mu \mathrm{~m}^{7}$ |
| (bulk) viscosity $\eta$ | $10^{5} \mathrm{~Pa}$ | $10^{5} \mathrm{~Pa}^{8}$ |
| active stress $\chi c_{0}$ | $10^{2} \mathrm{~Pa}$ | $\begin{aligned} & 10^{2} \mathrm{~Pa}^{8} \\ & 330 \mathrm{~Pa}^{9} \end{aligned}$ |
| drag coefficient $\xi$ | $2 \times 10^{14} \mathrm{Pasm}^{-2}$ | $\begin{aligned} & 2 \times 10^{16} \mathrm{Pasm}^{-2}(\text { large adhesion })^{8} \\ & 2 \times 10^{14} \mathrm{Pasm}^{-2}(\text { medium adhesion })^{8} \\ & 4 \times 10^{13} \mathrm{Pasm}^{-2}(\text { low adhesion })^{8} \end{aligned}$ |
| myosin diffusion $D$ | $0.7 \mu \mathrm{~m}^{2} \mathrm{~s}^{-1}$ | $\begin{aligned} & 0.8 \mu \mathrm{~m}^{2} \mathrm{~s}^{-18,10} \\ & 0.2 \mu \mathrm{~m}^{2} \mathrm{~s}^{-111} \\ & 0.6-1.3 \mu \mathrm{~m}^{2} \mathrm{~s}^{-112} \end{aligned}$ |
| cortex stiffness $k$ | $10^{3} \mathrm{~Pa}$ | $10^{3}-10^{4} \mathrm{~Pa}^{8,13}$ |
| polymerization velocity $v_{p}$ | 4\% total speed | $1-3 \mu \mathrm{mmin}^{-1}(5-15 \% \text { total speed })^{14}$ |
| saturation concentration $c_{\infty} / c_{0}$ | 10 | $\gtrsim 4(20-40 \%$ length myosin-enriched) |
| attractive interaction $e_{\mathrm{A}}$ | 0.63 | - |
| $\mathrm{Pe}=k / \xi D$ | $70-90$ <br> we use 77 |  |
| $\mathscr{L}^{2}=\eta /\left(\xi L_{0}^{2}\right)$ | 1.25 |  |
| $\mathscr{P}=\chi c_{0} / k$ | 0.1 |  |

Supplementary Table 1. Parameters used within this study to determine the dimensionless parameters $\mathrm{Pe}, \mathscr{L}^{2}$, and $\mathscr{P}$ with the resulting values. Literature values for the parameters are given to give a possible range for the parameter choice.


Supplementary Figure 1. Different initial states relax toward the stable steady states. Panel (a) shows the bifurcation diagram in length with the trajectories in parameter space of relaxation simulations, shown in Panel (d). Panels (b) and (c) show the bifurcation diagrams in velocity in the bistable region and a larger range, respectively. Panel (d) shows discontinuous Galerkin (dG) simulations of relaxation toward the stable steady states for different Péclet numbers Pe. Depicted are both the velocity $V$ and length $L$ as functions of simulation time $t$. Note that the relaxation of the length is nontrivial and crossings over multiple solution branches occur. Panel (e) depicts the normalized concentration profiles $c L$ in internal coordinates $u$ for different Pe . We observe that for large Pe a myosin-enriched layer develops in the concentration. The different parameters Pe are marked in the corresponding bifurcation diagram in Panel (c) as black squares. Parameters: $\mathscr{P}=0.1, \mathscr{L}^{2}=1.25$, $e_{\mathrm{A}}=0.63, c_{\infty}=10$.


Supplementary Figure 2. Full diagram showing the loci of bifurcations. We consider $\mathscr{L}^{2} \mathscr{A}=1.25 / 77$. For strong contraction $\mathscr{P} \geq 1 / 4$ we have collapse of the solution, as in the linear model. The loci of the pitchfork and saddle node bifurcations have been continued and are shown in Panel (a). Panel (b) depicts bifurcation diagrams of velocity $V$ and length $L$ in adhesion $\mathscr{A}$ for different contractilities $\mathscr{P}$, indicated as vertical lines in Panel (a). Increasing $\mathscr{P}$ from experimental parameters we first obtain a second motile solution bifurcating from the sessile $(-)$ branch, which we have neglected in the main text, as these solutions are not stable or do not exist in the experimentally relevant range. After that the motile branches $(+)$ and $(-)$ merge and we obtain two motile branches, connecting the two sessile $(+)$ and $(-)$ branches, denoted with $( \pm)$. Parameters: $e_{\mathrm{A}}=0.63, c_{\infty}=10$.


Supplementary Figure 3. Bifurcation diagrams for different nonlinear diffusion models. We show nondimensionalized velocity $V$ and length $L$ as functions of the Péclet number Pe for different models with volume exclusion. (a) Tonks gas model, which is the van der Waals model without attraction. (b) Second order Taylor approximation of the Tonks gas. (c) Full quadratic model, i.e., the van der Waals fluid with $e_{\mathrm{A}}=2 / c_{\infty}$, such that the linear term cancels. (d) Second order Taylor approximation of the quadratic model. The term linear in concentration $c$ vanishes. (e) Linear Taylor approximation of the Tonks gas. In the truncated models we find bistability only for quadratic diffusion in a regime inconsistent with the Tonks gas, see text. Parameters: $\mathscr{P}=0.1, \mathscr{L}^{2}=1.25$


Supplementary Figure 4. Bifurcation diagram of the model with nonlinear diffusion for optogenetic activation in the left half. Velocities $V$ of solution branches for continuation in the Péclet number Pe for different optogenetic activation strengths $\mathscr{E}$ (a) and for continuation in $\mathscr{E}$ for different Pe (b). (a) The pitchfork bifurcation separates into two saddle-node bifurcations for optogenetic activation with activation strength $\mathscr{E}>0$, which move apart for increasing activation. (b) In the bistable regime we have coexistence of multiple solutions for small activation strengths $\mathscr{E}$. However, if the non-motile solution is stable without activation, increasing activation will lead to motility and the cell jumps to the motile solution branch if activation increases beyond the saddle-node bifurcation. Parameters like in Fig. 3(a) in the main manuscript, i.e., $\mathscr{L}^{2}=1.25$, $\mathscr{P}=0.1, c_{\infty}=10, e_{\mathrm{A}}=0.63$.


Supplementary Figure 5. Contractility determines relaxation behavior after optogenetic inhibition. Varying the dimensionless contractility $\mathscr{P}$ changes the outcome of simulations with inhibitory optogenetic perturbations. (a) Bifurcation diagrams in velocity $V$ and maximal concentration polarization $\max _{u} c$ as functions of the control parameter contractility $\mathscr{P}$. For $\mathscr{P}=0.1$, as used throughout the manuscript, bistability occurs. Increasing the total contractility leads to the loss of bistability, an increase in $V$ in the stable motile state and a more strongly pronounced peak in the concentration field. (b-d) Kymographs of concentration in space as functions of time for different contractilities and temporal activation $\Xi^{\text {eff }}$, velocity $V$ and relative length change $L / L(0)$. The optogenetic activation strength is $\mathscr{E}=-0.9 \mathscr{P}$ for all simulations. Note that the relaxation toward the motile state occurs faster for larger $\mathscr{P}$, no motility arrest occurs for large $\mathscr{P}$, but the relative strength of the velocity perturbation is comparable. In particular, the velocity drops below 0 to similar values for all $\mathscr{P}$, suggesting that the relative activation strength $\mathscr{E} / \mathscr{P}$ and activation time determine the velocity change during activation. Other parameters chosen identical to Fig. 7(d).

