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Quantum field theory in curved spacetime
Assignment 1 — Apr 28

Exercise 1: Quantum fields in an expanding universe

Motivation: In this first exercise, we’ll follow how the vacuum state of a scalar evolves in a toy model of an
expanding universe. Even though the setup is simple, it already reveals a key feature of quantum fields in curved

spacetime: the vacuum isn’t as empty as it seems.

Consider a real massive scalar field y (minimally coupled) in an expanding universe. Its classical

action is |

53 [ dta (x* - @n? — i) (11)

where 7 denotes spatial indices and prime corresponds to derivative with respect to conformal
time. The effective mass m2; is written as

a//

mis = m?a® — —, (1.2)
a

with a, the scale factor. Assume that m?Z; is given by

2
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with mg a constant.

(a) Solve the equations of motion for x.
(b) Construct the early (“in”) and late (“out”) time vacuum states.

(c) Prove that in the “out” region (n > 7,), the state |0;,) (the vacuum in the “in” region) contains
particles. In other words, if we initially start in the vacuum the background evolution has
created particles.

(d) Show that the mean particle number density in a mode k is given by

sin (nm/kQ — m%)

Sanity check: What happens in the limit ; — 07 Why is this the result we expect?
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Ny = (1.4)

(e) Discuss the regimes k > mg and k < mgy. What is the physical meaning of these limits?

(a) We express the scalar field in terms of its spatial Fourier transform

Xk (t) = /dexeikx, (1.5)



which satisfies the equation of motion
Xic + (mgg +k*)xi = 0. (1.6)

We solve the equation of motion for the three cases n < 0, 0 < n < n, n > n; individually, obtaining
the mode expansions

axe ™R - al e <0,
Xk = { e @e=n 4 bl efn-n 0 <p <y, (1.7)
ce” Rt CT_keiw’“’“7 , m>m,

with the amplitudes ay, bx and ¢ and the two dispersion relations

we+ =/ k> £ md. (1.8)

Note that wy,  is imaginary for the modes satisfying m2 > k2. In order to obtain a valid solution, the
scalar field has to be continuous and differentiable. This allows us to express the amplitudes by and cyx
in terms of ay by requiring continuity and differentiability at n» = 0 and n = 7. Making the ansatz

by = apay + 5baT_k, (1.9)
we obtain the constraints L
ap+ B = o (o + B) =1, (1.10)
Wk, +
which have the solution
w Wi — We+ — Wi —
oy = et W B, = kot T Wk (1.11)
2wk7_ 2(.,0],37_
Similarly, with the ansatz
Ckx = acbk + /BCbT_k7 (112)
we obtain the constraints
—iw * _w — MW — wkd‘ —iw * W — W _
ae k,+11 +/Bc€ kM e MWk, , (_ace k,+M1 +ﬁc6 k,+771) —e k, 7717 (1'1?))
Wk, —
which have the solution
. W4+ + Wk — efi(wk,Jr*Wk,—)nl’ 8, = W+ — Wk, — i (@h Wk, )M (1'14>
wk‘,Jr Wk’+
Altogether, we find
Ok =Qactic + Bacal (1.15)
1 . )
= ((wk7+ + wk7_)2€77’(wk‘77wk’+)m — (wk,_i_ - wk,_>2671(wk’7+wk’+)m) ax (116)
4wk,+wk7_
7 w2+ — w? i ) t
—— 2 gin(nw e\ Mgl 1.17
2 Wi+ Wk, — (771 k, ) —k ( )

(b) When quantising the scalar, we promote the amplitudes to operators such that

lax, al,] = (27)%0P) (K’ — k), [, ] = (2m)363) (K — k). (1.18)



The vacuum states |0i,) and |Ogy) (for 7 < 0 and n > 1, respectively) vanish when the corresponding
annihilation operators act on them, i. e. they satisfy

ak|01n> = 0, Ckloout> = 07 (119)
for all k.

Note: We are working in the Heisenberg picture. So if we start out in the in-vacuum, we also end up
in the in-vacuum.

(c) To see whether there are particles in the in-vacuum at late times, we act on it with the annihilation
operator at late times. If the result is nonzero, there are particles in that state. We obtain

Ck|0in> :(aacak + 5acak)”01n>7 (12())
:Bacatk|0in>7 (].21)
.2 2
? w:“l‘ - wa_ : @)
L G el ), 02

where we used Eq. (1.17). This state is clearly non-zero.
(d) We define the number-density operator at late times as

.
Mo, = % (1.23)

with the volume of space V. In the in-vacuum state, the mean number density equals the expectation
value of the number-density operator. Thus, we obtain

Nk :<Oin|nout|0in> (124)
:V71<Oin‘CLCk‘Oin>, (125>
:V_1||Ck‘oin>H27 (126)

(Wi —wi)?

:W| sin (wx,-7)[[|al 0w, (1.27)
4 (3)

_ mO . 25 (0)

o GO i v (1.28)

Oops, 0©(0) incoming. But don’t despair! That’s just the volume of space that we divide by anyway.
This is why, in field theory on unbounded backgrounds, it is just more useful to consider densities. Thus,
by a slight of hand §®(0)/V = 1 and we obtain

4
e = —0 I sin(wy ). (1.29)
[kt — g ’

(e) The modes which satisfy k > mq have very large energies and thus probe very small distances.
At small distances, spacetime is approximately Minkowskian. In our toy model, the change in the mass
is of order mg, which estimates the scale of background curvature we model. Thus, if k& > mgy the
particles approximately see Minkowski spacetime, and particle creation is negligible. Indeed, we infer
from Eq. (1.29) that lim_,., nx = 0.

If, in turn, k < mg the wave length of the modes is much larger than background-curvature length
scales. Therefore, particle creation is maximal. We see this in the number density

ng = sinh?(mon, ), (1.30)

which grows exponentially with mgn;.



Exercise 2: Bogolyubov transformations

Motivation: We’ve seen that one person’s vacuum can be filled with particles from another person’s point of view.

Now we derive general rules that relate the vacua of different observers.

Given a set of mode functions wvg(n) (with conformal time 7 and k = |k|), a scalar field on a
cosmological background can be expanded as

dk3 ikx —ikx
X = \/_ 3/2 vka e +vka e ), (2.1)

where

[ax, aL,] = OK — k). (2.2)
Let us define a new set of mode functions as a linear combination
U = oV + Bruy. (2.3)
The numbers oy and (. are called Bogolyubov coefficients. They are related as
o = [Be]? = 1. (2.4)

Given the new set of mode functions, we can equivalently expand the scalar as

dk? . 4
X = \/_/ 3/2 ukbkelkx - u;;ble*lkx) : (2.5)
where again
[br, bl ] = 6@ (K — k). (2.6)

Then, we can express the different classes of creation and anihilation operators as linear combi-
nations, e. g.
b = agax — Bral (2.7)

In class, you have derived the average particle number density of modes associated with the
operator a' in the b-vacuum. Now, we go a step further and explicitly express the b-vacuum
state in terms of creation and anihilation operators of the state a acting on the a-vacuum. The
b-vacuum state for a pair of modes (k, —k) satisfies

b b
0% ) = box0F ) = 0. (2.8)
(a) Expand the b-vacuum in terms of a-particle states.

(b) Use the properties of |Ol({b )71(> to obtain the expansion coefficients.

(c) Normalize the resulting state. You should obtain the result

b 1 ﬁka al
|O£<,)fk> = — ek« k|0k) K- (2.9)

|k |

(d) Write down the full b-vacuum state in terms of the mode-specific |01(<b)7k)

(e) Let’s have a closer look at the expansion. What kind of state is the b-vacuum in terms of
a-particle states?




(a) We can introduce a partition of unity in the Fock space describing modes of wave number +k
such that

|N| S ) ] (2.10)

n,m=0

with some normalizing factor |N|. Then, the vacuum state of particle b can be expanded as

a b a a
08 ) = Z m 0% ) [m L ), (2.11)
1 (a)
=T Z Com M™Y. (2.12)
n,m=0

(b) Eq. (2.8) tells us that the vacuum is invariant under parity transformations (k — —k). This
implies the constraint
Crm = Crom.- (2.13)

Besides, it has to be anihilated by the operator by which shifts Using Eq. (2.7), we obtain the relation

0 [N] Z eam (e — ral ) [m ) (2.14)
n,m=0

:|—]1[| Z cnm(\/ﬁaklm(_ (n—l) )) vm Bk\(erl) 1){711({))) (2.15)
n,m=0

|N| Z (carmV/n+ Tog — o mor/mBy) ImGm) (2.16)
n,m=0

=0 (2.17)

Every coefficient of this linear combination has to vanish individually. Thus, we obtain the iterative
relations

CnstmV N+ lag — com_1vV/mBr = 0. (2.18)

Let’s express everything in terms of ¢yo. Then, immediately c,o = ¢p,, = 0 for all n > 0. But then,
again, ¢, 1 = ¢, = 0 for all n > 1 and so on. Thus, we find that

Crim X O .- (2.19)
For the diagonal elements, we obtain
Cntint+l = &cn,n- (220>
o7
Thus, we obtain the relation
Cnn = (&) C0,0- (221)
Qg

Note that from the recurrence relation given in Eq. (2.18) alone one could think that ¢yp = 0, setting
n = —1 and m = 0. However, n = —1 is not contained in the sum in Eq. (2.16) — thus, n = —1 is not
applicable and ¢y # 0.



Given our solution to the recurrence relation, we can expand the b-vacuum in the mode k as

1 - Bk " a a
00 ) = Z(—) ) (2.22)

’N’ n=0 Ok
1 S8\ (af) (el )n (a)

- rk A ST 2.23
W2 (o) R (2.23)
1 B—aTaT a

ear "k [0l ), (2.24)

V]

where we absorbed ¢ into N and discarded a global phase.
(c) The norm of our state reads

b 1 Bk " /B* " a a a a
rr|o£,lk>\\2=WZ(—) (—k (Mm@ @) (2.25)

— \ g ag,
1 16e)*\"
N> (s 220
1 ‘OékP
— 2.27
NE ol — [y (227)
| |?
~ NP (2.28)
Thus, we finally obtain
(b) L Beglal | (a)
|Ok,7k> = @6% |0k,7k>' (2.29)

Hooray.
(d) For different wave numbers, the states live in different Hilbert spaces. Thus, we can just take
their tensor product for all values of k

B 1t
k

1 Fkagla a
|O(b)> = H mea k _k|01(<7)_k>. (230)
k

(e) Expressed in terms of a-particle states, the b-vacuum is a two-mode squeezed coherent state.
That’s a mouthful. Let’s break it down:

e That its coherent means that it saturates the uncertainty relation. It is, thus, as classical as it
can get. Note that a squeezed coherent state is not necessarily a coherent state (an eigenstate of
the anihilation operator), indeed the one we are dealing with is exactly such an example. That’s
a terminology trap right there!

e That its two-mode squeezed means that it comes in pairs — in this case with opposite wave numbers
(k, —k). More generally, it comes in pairs with exactly opposite quantum numbers, i. e. particle-
antiparticle pairs. This has to be the case because quantum numbers have to be conserved.

Exercise 3: Instantaneous vacuum

Motivation: FEvery mode function allows to construct a different vacuum. What could be a sensible definition of
vacuum then? Let’s find out!




Ordinarily, we define the vacuum as the lowest-energy state. In cosmology, however, the Hamilto-
nian is time dependent. Energy is not conserved. This creates particles. Thus, the lowest-energy
state at one time (the instantaneous vacuum), may not be the lowest-energy state at a different
time. Let’s see, how this comes about.

As above consider a real massive scalar field, whose dynamics are characterized by the action
given in Eq. (1.1). This results in the Hamiltonian

1

H = 3 /w (7% + (8ix) + m2gx?) (3.1)

with the momentum conjugate . Assume that the field possesses a mode expansion as in Eq. (2.1).

(a) Express the Hamiltonian in terms of creation and anihilation operators. You should obtain
something of the form

1
H= 2 /d3k [aka_kFlf +alal, Fy + (2alax + 5(3)(0))Ek] (3.2)

for some Ey, Fi.
(b) Compute the mean energy density in the a-vacuum.

(c) Assuming that wi = k*4+m2; > 0, find initial conditions for the mode function that minimize
the mean energy density at conformal time 7. (Hint: Normalize the mode functions.)
What is the corresponding Hamiltonian at conformal time 797 You should obtain that the
Hamiltonian is diagonal in this case.

(d) Compute the initial conditions for the mode function after an infinitesimal time shift, . e. at
conformal time 79+ dn. Compare these initial conditions to the ones derived in the previous
exercise. How do we interpret this result? (Hint: Have in mind exercise 2.)

(e) Imagine that you could find a vacuum state which diagonalizes the Hamiltonian at all times.
Which equation would the mode functions have to satisfy? Is this equation compatible with
the equations of motion?

In specific situations, it can happen that the lowest-energy state at one time 7, amounts to an
infinite number density at a different time 7, even if the geometry changes slowly compared to the
time difference that is characteristic of the problem one would like to answer (i. e. adiabatically).
This casts serious doubts on the physical interpretation of the instantaneous vacuum.
However, adiabatic evolution allows us to (at least approximately) define a different vacuum state
with interesting properties: The adiabatic vacuum. If the energy density is changing slowly during
the considered time interval, the equations of motion allow for the approximate solution®
WKE o Jng wr ()’

W) = e 33)
We can define the adiabatic vacuum [0,4(70)) at a time 7y by finding exact mode functions which
satisfy the initial conditions

vk (no) = v *F (o), vi(no) = v P (o), (3.4)

and constructing the vacua relative to the corresponding anihilation operator.




(f) Quantify how adiabatic a general background evolution yielding wy(n) is. Which condi-
tion should an adiabatically evolving background satisfy if the quantum-field evolution is
considered in a finite-time interval An =n; — o7

(g) Compute the energy density of the adiabatic vacuum in general. Is it minimal?

®This approximation is called WKB (Wentzel-Kramers—Brillouin) approximation, a standard method in quan-
tum mechanics in general.

(a) Given the mode expansion in Eq. (2.1), the conjugate momentum reads
d3k tkx —tkx
~(@) = Oy = f/ s (o™ + gl (3.5)
Thus, it’s square contributes
1 [ d3kd3k , : o 1
m(x)? =3 / “anp (v;:ake“‘x - vfcalte_’kx) <v;‘iak/eZk X 4 ujal, e x) : (3.6)
1
=3 /d?’/{: ( 12 0cay + [vh| A (axal + alay) + vfaTkaJr_k) : (3.7)
Similarly, the gradient of the scalar has the square
1
(Vx)? = 5 /d3kk2 (UZQCLkG_k + v (axal. + afay) + UZaLaT_k) . (3.8)
Then, the Hamiltonian reads
1
H =7 /d3k [( = wluagay + (vE + wivi)aﬂa (v 2+ wi|vk|2))(aka11 - aLak)] , (3.9)
1
=1 /dgk [Fﬁaka_k + Feald | + E(2a}ay + 5(3)(0))] : (3.10)

where we defined
Fy = v + wivz, By = |vp|* + wilvg|*. (3.11)

(b) The only nonvanishing contribution to the expectation value of the Hamiltonian in the a-vacuum
reads

53)
(0@ H|0@) = 4<O) / Bk E. (3.12)
The factor 6©)(0) amounts to the infinite volume of space. Therefore, we define the mean energy density
as
(0“@|H |0 ) _ 1 / 3
=" d’kEx. 1

(c) We have to minimize the energy density for each mode individually. Thus, we should minimize
Ex(no). Note that the normalization condition for the mode functions reads

VU — U v = 24 (3.14)

We can shift the phase of the mode function by a constant v, — e**v, without changing the physics.
Such a shift implies v, — e¢?v,. By such a shift, we can make vg(n) real. Thus, the normalization

condition, Eq. (3.14), at time 7y reads

(3.15)



Thus, we have to minimize the quantity

wi (no)
[Tm (v}, ) (m0)]*

with respect to both = = Re(v},)(n0) and y = Im(v},)(no) individually. Thus, we have to minimize the
functions z?, yielding z = 0, and y* + wi(no)/y?, yielding y = \/wy(no). We obtain the solution

Ex(no) = [Re(vi) (mo)]* + [Im(v}) (mo)]* + (3.16)

1

vk(10) = m7

Here, we had to assume that that w?(ny) > 0 — otherwise the manifestly real quantity Tm(v})(no)
would have been imaginary. This was expected, because the energy of modes with negative w? is
unbounded from below, thus not allowing for a minimal energy density.

Eq. (3.17) implies that Fy (1) = 0, while

v (m0) = in/wi(10) = iwr(10) vk (10)- (3.17)

Ex(110) = 2wi(10)- (3.18)

As a result, the Hamiltonian at conformal time 7, is diagonal (i. e. a function of the number operator
Ny = aLak only), reading

H(no) = / d®kwy (o) {Nk + 6(3);0)} : (3.19)

Note: The corresponding vacuum energy density

(o) = %/d%wk(no), (3.20)

is divergent, and has to be renormalized. Simply subtracting it away, as one usually does it in flat space,
does not work because it is time dependent.

(d) The initial conditions for the mode functions defining the instantaneous vacuum at conformal
time 7y + dn read

1 , ,
u(no + 0n) = ———ne uy (10 + 0n) = iv/wi(no + 0m). (3.21)

wi(no + dn) 7

Expanding in the infinitesimal dn,

1 _ 1“2(770)57]
welm) 2w (no)

up(no) + wy,(10)0m =~

, u;(no)+u§£(no)5n—z'< Wk(ﬁo)"‘%%). (3.22)

Thus, the mode functions v and v can only be equal if

wi(no) = —inz(%)a uy (o) = (3.23)

The first of these two equalities provides an initial condition for the background at 7y. The second
equality is an additional initial condition for the mode, which together with the equation of motion
yields

; 3/4
g (no) + wi(mo)ur (o) = 2 (5%(770)) = 0. (3.24)

Thus, u and v are equal iff w},(1y) oc m2(no) = 0, 4. e. the background should not evolve at time 7.



Thus, using the language from exercise 2, the operators ay and by are related by a nontrivial Bo-
golyubov transformation, and the a-vacuum is filled with b-particles. In other words, even after an
infinitesimal shift in conformal time, the state of minimal energy density is not the state of minimal
energy density any more, unless the background is static during that time.

(e) In order to diagonalize the Hamiltonian, the mode function has to satisfy the differential equation

F = v +wivi = 0. (3.25)
Taking a derivative with respect to conformal time, we obtain
vy = i(wpvp + wpvy) = (iwy, — wi)vg. (3.26)
At the same time, the equations of motion require that
V) = —wivg. (3.27)

Thus, the Hamiltonian can only be diagonalized by one mode function in a way consistent with the
equations of motion if
wy, =0, (3.28)

1. e. in a non-evolving background. In other words, in a cosmological setting it is impossible to diagonalize
the Hamiltonian for all times.

(f) Being an energy, wy(n) has an associated characteristic frequency and with that an associated
characteristic period

An = . (3.29)

For wy, to be slowly changing, it then has to satisfy

w(n 4+ An) —w(n)
w(n)

’ < 1. (3.30)

Expanding in An (which we should be allowed to do if wy is slowly changing), we obtain

wy, (1)
wi(n)

(g) The initial conditions for the mode functions defining the adiabatic vacuum (derived from
Eq. (3.4)) are

wy(n)An
wi(n)

’:27r

‘ < 1. (3.31)

1
wi(m0)

%@wzinMP+£%} (3.32)

These deviate from the minimal-energy-density initial conditions by a term proportional to w}, /w?, which
as we derived in the previous exercise is small for slowly changing backgrounds. Thus, we expect to be
close to the minimal energy density. Indeed, we obtain

2

> . (3.33)

1 3 1 3 1
P—Z/dkEk—2/dk7wk<1+16

Considering that the corrections are quadratic in a very small number, this is indeed very close to
minimal energy density.

!
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Exercise 4: Conformally coupled scalar field

Motivation: In the lecture, we saw that nonminimally coupled scalar fields are not produced in an FLRW background
if they are conformally coupled. But why those specific coupling values? Here, we’ll work out precisely what

conformal coupling means.

Consider a scalar field ¢ non-minimally coupled with gravity. It is described by the following
action (Note that in the original sheet this exercise was written in the “wrong” metric

signature (+ — ——). To be consistent with the rest, it has been modified to (— + ++))
4 L m® 5 €.
S= [ dxv/—g —ég“ 0,00, ¢ — 7@5 — §R¢ : (4.1)
(a) Consider the conformal transformation
G (2,) = (2, ) gy (2, 1), (4.2)
$(z,t) = Q' (2, t)p(x, t). (4.3)

Calculate the value of & under which the action is invariant under this conformal transfor-
mation (possibly up to a total divergence).

(b) Show that the energy-momentum tensor T+ is expressed as
v v 1 v 1 v, 242 v 1 v 2
TH = VEGVG = gV 6 — Sgmiet +€ (R — S¢"R ) o
+ E[g"VVa(?) - VIV (¢7)] - (4.4)

(c) Show that 7%, = 0 when m = 0 and £ = 1/6.

(a) From here on on barred quantities denote the transformed metric such that g, = Q%g,,. The
inverse metric transforms as g = Q~?¢" (recall that §**g,, = 0%). As a result, the Christoffel symbol

transforms as
po

= g
Fp/w = Fp/w + ﬁ (an(uv,u)Q - guuvag) ) (45)
where we use the notation )
gp(l/v[L) - 5 (gpuvu + gp,u,vy) . (46)
Then, the Ricci tensor reads
Ry, =0,I*, —9o,I*, +1° 17, -17,T7 (4.7)

V,.V,Q 00 VOVQ  g7V,0V,0

Q _g,uzl Q + Q2 gul/ QQ ) (48>

=R,, —2



where [ = ¢V, V,,. Finally, the Ricci scalar reads

R 00

At the same time, the determinant of the metric transforms as
g= e tgn, G, = g, (4.10)
Together with the transformation of the scalar, we obtain
4 = e 70 2 Mo Eoo
S = [ d'oy=g (=59 VuVi6 — 6" — ZR* ) (4.11)
! V Q 1 V,.QV,Q 2 0
= [ Aeva |30+ oV Gt T = <R 6?)}
(4.12)
! , I
:/d%\/_ ——g“”VM¢VV¢— ngQQ 5gz52R—|—3 <§ 6) ) ﬁ} , (4.13)
where we used partial integration to obtain the equality
2 2]
4 — ¢_ /M/VHQVVQ :/ 4 — (b /WV Q 4.14
/da:\/ 959" d*z/ 2Q+¢Vu¢ a |- (4.14)
Thus, the action is invariant if m = 0 and £ = 1/6.
(b) The energy-momentum tensor is defined as
2
T, = 05 (4.15)

T g eg

We, thus, have to vary the action with respect to the inverse metric. Let us start with the metric

determinant. We start with the trick
— etrlogg’“"

Then, the variation becomes

§g =e'rlos gwé[tr log g1,
=gtr[guog"”],
=9909"",

with the trace tr. Thus, the variation of the root of the negative determinant reads

1
5\/__9 = - 5\/__99;11/59“”'

As a result, the minimally coupled part becomes

T;w|§:0 - ugbVl/qb _g;wv ¢Vp¢ - g;wm ¢

The nonminimal coupling is slightly more involved. We start as

1 1
5Snonminima1 = _5 /£¢2 |:gpa(5RPU(x) + (RHV - §Rgﬂl/> 6g#”<x>] )

(4.16)

(4.17)
(4.18)
(4.19)

(4.20)

(4.21)

(4.22)



where hereafter we abbreviate fx = [d*xz\/=g. Here, we can use the identity (you can find it, for
example, in Eq. 4.60 of S. Carroll’s notes on relativity)

0Ry = V010, — V017 . (4.23)

Partially integrating, we obtain for the remaining part
- —/fqb 9" 0R, (2 /fg’“’ 5T” - VV(¢2)5F’\“/\). (4.24)
To obtain the variation of the Christoffel symbols, we use the following shortcut: Construct (Riemann)

normal coordinates around a point p. Then, the first derivatives of the metric at that point vanish.
Thus, the variation of the Christoffel symbols in that coordinate system reads

1
r w/’p :égpa<28(,u6.gll)o - aa(sguu)‘py (425)
1
:§gpa<2v(u5.gu)a - vaéguyﬂpa (426)

where in the last step we used that in normal coordinates, the Christoffel symbols at p vanish so that
V,.lp = 0,. Note now that we could have done this at any point p and that, contrary to e, ore,, is
a tensor (the difference of Christoffel symbols transforms as a tensor) such that Eq. (4.26) is a tensor
equation. This implies that Eq. (4.26) holds not only at a point and in normal coordinates, but at all
points and every system of coordinates, i. e.

1

6Fp;w - égp(T(zv(uégV)a - Va5g;w). (427)
The contracted form of the variation of the Christoffel symbol reads
4 1 14

or wo §g pvudgyp- (428)

Thus, we can rewrite the remaining part as
—5 [ €0 S Rual) == 5 [ 50 (B0 V0 V) 89V, V) = 60, DY) . (429)
=5 [ €V - 9, 90(6) b9 (4.30)

Finally, the variation of the metric can be obtained from
5(8%) = 6(9"g,,) = 69" gp + g6y, =0 (4.31)

such that
O = —GupGvs09”’. (4.32)

Thus, we can express the variation of the Ricci tensor as

5 [0 Rt == 5 [ € 07,76 - VT (433)

After all of this tedious algebra, we finally obtain the result

1 2 1
;w =V va ¢ gw/ p¢Vp¢ - %QMVQSQ +£ (R;w - éRg;w) ¢2 +€ [gWVpr(ng) - VMV,,(QZQ)} :
(4.34)


https://arxiv.org/pdf/gr-qc/9712019

Let’s go touch some grass.
(c) The trace of the stress-energy tensor reads

T", = = V"¢V, — 2m*¢* — ERY? + 6£(¢0¢ + V"9V, 0), (4.35)
=6 (f — é) V¢V, ¢+ 2m*¢* + £¢(60¢ — Ro). (4.36)
But the scalar also satisfies its field equation
(O—¢R—m*)o =0, (4.37)
which we can plug in such that
T", =6 (g — é) VYOV, b — 2mP? + €¢ {6 (g — %) Ro + 6m2¢] , (4.38)
=6 (g — é) (V"¢V,¢ + ERP) +2m*¢* (3¢ — 1). (4.39)

This clearly vanishes when & = 1/6 and m = 0.

Exercise 5: Electromagnetic fields on curved backgrounds

Motivation: Non-conformally coupled scalars are copiously produced in FLRW spacetimes. But how about photons?

In other words, is the universe covered in “light” of horizon wavelength?

The Maxwell action on a curved background reads

1
5= / d /=G F 0 F™, (5.1)
with the field-strength tensor
F,=V,A, -V,A,, (5.2)

and the gauge field A,. Instead of going through the whole derivation of particle creation again,
we take a shortcut.

(a) Try to do this sub-exercise before reading the remaining ones.

Work smarter, not harder. Before doing any calculation, think it through: Should Maxwell
theory be Weyl invariant in curved spacetime? Why? What does this tell us about photon
production in an FLRW background?

Let’s now work through the details step by step.

b) The gauge field transforms trivially under Weyl transformations, i.e. A, — A,. Calculate
L L
how the Maxwell action transforms under Weyl rescalings. Is it invariant?

(c) If we rescale the FLRW metric to remove the scale factor, how do Maxwell’s equations
change? What does this mean for the electromagnetic vacuum in an FLRW background? Is
the universe covered in “light” of horizon wave length?

Finally, let’s explore how Weyl invariance shows up in the structure of the energy-momentum
tensor.




(d) Compute the energy-momentum tensor 7" of the gauge field and show that T = 0.

(e) Bonus exercise: What does the tracelessness of the energy-momentum tensor have to do
with Weyl invariance? (Hint: How does the matter Lagrangian change under a small Weyl
rescaling? What would this imply for T* 7?)

(a) Weyl invariance is the invariance under local scale transformations. Thus, if the theory is
supposed to be the same at all scales, it cannot introduce absolute scales like dimensionful coupling
constants. In other words, the only possible terms which can contribute to a Weyl invariant theory
are those with dimensionless couplings. For electromagnetism, there are no minimal-coupling terms
with couplings of vanishing dimension which are also gauge invariant (verify that no contractions of one
Riemann tensor and one electromagnetic field strength could be viable). Thus, there is no wiggle room
for a minimal coupling which may have to be added to render the theory locally Weyl invariant as for
the scalar.

This does not imply that the theory is Weyl invariant yet. We can get there keeping in mind
that electromagnetism has no scale and is therefore scale invariant in flat space. At the same time, the
Maxwell action is made up of two contracted field strength tensors (which are defined with indices down).
Their contraction requires two inverse metric tensors, whose behaviour under scale transformations
balances exactly the one from the metric determinant. In other words, in flat space, the gauge field
transforms trivially under scale transformations.

Recall that in exercise 4 the derivatives in the kinetic term of the scalar spoiled local Weyl invariance
by introducing derivatives of the conformal factor. This cannot happen for the electromagnetic field
(whose kinetic term is exactly the Maxwell action) because the field strength transforms trivially. Thus,
the Maxwell action has to be locally Weyl invariant.

If we take seriously what we learned in the lecture, this indicates that the electromagnetic field does
not “see” the cosmological evolution. This would indicate that there can be no photon production in
cosmology.

(b) We know that A, — A,,. Besides, the covariant derivatives in field strength receive no gravita-
tional contributions because

F =2V, Ay = 20,A,) — T¥,,,, = 20,A,), (5.3)

(v

where we used that the Levi-Civita connection is torsionless (aka that I'”,,, is symmetric in (p,v)). As
a result, we find that F,, — F,,. At the same time g"* — Q2¢g" and g — Q%g. So the action

1 vo 1 aaktP avo
S = _Z/d‘*x\/—gg“”g FluFpy = _Z/d%v—gg“pg FuFoo (5-4)

is indeed invariant.
(c) Maxwell’s equations in a curved background read

VYF,, =0. (5.5)

For the covariant derivative, we have
VY =0"Fu — 9" T (b — g7 17, Fp. (5.6)
Recall that the Christoffel symbols transform under Weyl transformations as given in Eq. (4.5), implying
B 25&VZ,)Q — g VFQ

pv pv 0

(5.7)




§(VYE,) =V"F,, —V"F,, (5.8)
B 2V QT — F, VP 9, VPO

_ 5.9

_ =BV + B V0 + 26, V70 (510)
Q

=0, (5.11)

where we used the antisymmetry of the field strength tensor. Thus, as expected, they remain unchanged.
Thus, the mode equation for photons is equivalent to the one in flat space. Then, there is a unique
vacuum. The universe is therefore not filled with light.
(d) The energy-momentum tensor is defined in Eq. (4.15). We have to vary the Maxwell action with
respect to the inverse metric. We thus have

1
4

1 1
= - Z/d4xv —9g |:(2FMPFPV - §QMVFPUFPU> (sg/wj| . (513>

5S / d*'z6 (V=99"" 9" Fu Fps) , (5.12)

There is no contribution from the variation of the field strength because due to Eq. (5.3) it is independent
of the metric. Then, the energy-momentum tensor reads

1
T = Fu,F*, — ng,Fng”U. (5.14)
Contracting the two indices, we obtain the trace
T, =0. (5.15)

(e) Consider some matter action Lyagter(gun, ), with some set of matter fields ®,, where the index
a enumerates the fields. These can be vectors, spinors, scalars, apples ...If we apply an infinitesimal
Weyl transformation such that Q? = 1 + dw, the action changes as

1 0L matter o
0S = /d‘*x\/—g (—ﬁTﬂ,,(Sg‘“’ + Tﬁé@“ + total derlvatlves) . (5.16)
Applying the equations of motion, removing total derivatives and plugging in dg"* = —g"”dw, we obtain

the transformation .
08 = §/d4x\/—gT’L5w. (5.17)

Hence, the change in the action vanishes iff 7%, = 0. In plain English, a theory is Weyl invariant if the
energy-momentum tensor has vanishing trace.

Exercise 6: Impact of general nonminimal coupling on particle production

Motivation: Last week, we found that minimally coupled scalars are generically produced in FLRW backgrounds.
This does not happen for conformally coupled scalars. Here we estimate what happens for general nonminimal
coupling.

Consider a nonminimally coupled massive scalar whose action is given by Eq. (4.1).




(a) Compute the equation of motion for the scalar in an FLRW background, and redefine the
field ¢ — x = a(n)¢ such that the friction term (~ ¢') disappears. You should obtain that
the nonminimal coupling gives you an additional contribution to the effective mass.

Sanity check: What happens in the limit £ — 1/6, m — 07

(b) Assume that the background is changing slowly and consider modes with small wavelength.
Find out when these two assumptions are actually equivalent.

(c) Start in the adiabatic vacuum at some conformal time 7 = 79, namely |0,4.,,), and look at
the resulting state at a time n = 1y + An. Try to get at some qualitative properties of the
average particle-number density (Oad no|7k|0ad ) (M0 + An) without calculating it. Sketch
how you expect the particle-number density to depend on &. (Hint: Keep in mind that
particles are not produced if the background is static, and that in terms of some complex
time-dependent Bogolyubov parameter ((n)

(Oact o 72410 ) () = 1B (m)|*- (6.1)

You can find inspiration in exercise 1.)

The scalar satisfies the equation of motion
(O—-m?—¢R)p = 0. (6.2)

Specifying to a flat FLRW spacetime in the conformal slicing (with conformal time 1 as time) and a

field B
6= / Grgr(n)e (6.3)

the equation of motion takes the form
/
(s 2%(}3’ + (K + m2a® + £R) ¢y = 0. (6.4)

Defining a new field x = ¢a, and correspondingly xx = ¢xa, we obtain field equation
1
.+ [kQ + a’m® + 6a® (g - 6) R] Xk = X + wi(n)xx = 0, (6.5)

where we used that in spatially flat FLRW R = 6a” /a®. Therefore, we find a modification to the effective
mass, which, including nonminimal coupling, now reads

m2e = a’ {m2 +6 (g - é) R} : (6.6)

When § = 1/6, m = 0, the effective mass vanishes and the field equation for x becomes that of a massless
scalar in Minkowski spacetime.
(b) If the background is changing slowly, we have (see exercise 3)

/

Wy,
Tk 1. 6.7
w? < (67)

For modes with small wavelength k? > m?; during the whole evolution considered such that
2

wp =~ k4 % (6.8)



Thus, for its time derivative, we obtain

!/

2T s '
Thus, for the adiabatic approximation not to apply to small-wavelength modes, the scale factor has to
satisfy

a*(m? + (6§ — 1)R) < k2, 2Ha*(m?* + (66 — 1)R) + a*(6§ — 1)R' > k? (6.10)

over the whole evolution (here H = a’/a). Thus, (neglecting unexpected cancellations) either H > k
or a?R' ~ H" + 2H'H > k3/a?, while at the same time a’?R ~ H' + H? < k%, In other words, some
derivatives of the scale factor have to be very large, while others have to be very small. Unless this is
the case (which is rarely so, especially when evolving over longer times), large modes experience a slowly
varying background.

(c) Let’s start with the hint: The expected number density will be the squared norm of some complex
Bogolyubov coefficient 8. We have to estimate that coefficient. There is no particle creation if there is
no time evolution. Thus, S at first order has to be a function of wj /w?, the first kind of correction in the
adiabatic approximation. Besides, it has to have an oscillating component which stems from the mixing
of positive- and negative-frequency modes. According to the WKB-approximation, oscillating phases
generically have arguments proportional to [ wy(n')dn’. Inspired by Eq. (1.4), we take the oscillating
function to be a sinus. Besides, the particle density is the integrated number of created particles (they
don’t just disappear from one moment to the other) — by dimensional analysis the integral has to be
balanced by an additional power of wy. Thus, we arrive at the estimate for the Bogolyubov coefficient

no+A4An I (57 ]

B, =a / a7 ) [b / dﬁwk(ﬁ)} , (6.11)
70 wi(17) n0

for a complex coefficient a and a real coefficient b, both of which are expected to be of order 1 in absolute

value. Note how close this estimate is to Eq. (1.4) even though the evolution there is not adiabatic (the
box-like behaviour produces delta-functions in wj, which definitely break the adiabatic approximation).

At large k, we obtain
no+An 2 (77) Ul
By =~ a/ dn '3;32 sin {b/ dﬁwk(ﬁ)l . (6.12)

70 70
Say An is small enough such that the adiabatic approximation holds integrated over the whole evolution
(see Eq. (3.30)). Then, we can take the effective mass out of the integral and obtain

2 no+An
a0 [ i o — ). (6.13)
:a%ﬁno) [1 — cos(bAnwk(no))] - (6.14)

The number density then reads
|m2/ |2 )
(Ouct 7] Ouct o) = 4laf* === sin® (bAnwi(m0)/2). (6.15)
Note that, here, the oscillating function was a choice. Depending on the specific situation, it can be
more complicated. However, the qualitative behaviour (oscillating, proportional to |mZ;|?/k*) is rather
robust, unless a = 0 which would imply that the corrections are of higher order. In particular, at a fixed
moment in time, the scaling with the nonminimal-coupling parameter is like

(Oad o |7 Oad g ) ~ |6€ — 1 + const linear in m?|?. (6.16)

Thus, the number density scales quadratically with €. Of course, if m = 0, the particle-number density
vanishes for £ = 1/6. As an example we plot the scaling |6¢ — 1 + 6m?| in fig. 1.



Figure 1: Exemplary scaling of number density with nonminimal-coupling parameter and mass. The
exact value of (ny) as it is plotted here has no physical meaning because we did not derive an exact
result.
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Exercise 7: Uniformly accelerated observers aka Rindler space

Motivation: Before we explore how the Minkowski vacuum appears to uniformly accelerated observers, we first need
to understand the dynamics of accelerated motion in special relativity. As we’ll find out, this brings up some of the

exciting concepts usually reserved for gemeral relativity.

First things first: For this and the following exercise, we do not need any general relativity.
In the end, we’ll just use a weird coordinate system to parametrize Minkowski spacetime. Don’t
believe the detractors who say special relativity can’t describe non-inertial motion!

For simplicity, let’s start in two-dimensional Minkowski space described in terms of Cartesian
coordinates such that

ds® = —dt? + da?® = 1, dz*dz”. (7.1)

We want to describe a timelike observer moving along a uniformly accelerated trajectory. Pa-
rameterize the curve by the proper time of the observer 7. We denote their four-velocity, i. e. the
tangent vector along the curve, as v* with norm uw*u, = —1. We can, thus, define the proper
acceleration as
1 v w_ W I Vo

a =u"V,u :E+Fupuu, (7.2)
which we readily identify as the left-hand side of the geodesic equation. As expected, if a* # 0,
motion is not geodesic/inertial.

(a) Show that the proper acceleration is spacelike. (Hint: Work in Cartesian coordinates)

(b) Assume that the acceleration is uniform. Then, the norm of the proper acceleration is
constant. Denote it as a*a, = a® = const. Construct the unique four-velocity that yields
the correct norm for both the velocity and the acceleration. (Hint: Relative to an observer
at rest, constant acceleration is like a boost with time-dependent boost parameter.)

(c) Find a parametrization of the curve (vy(7) = (¢(7), z(7)), and show that uniformly accelerated
observers move on hyperbolae in spacetime, i. e. 22 —t? = a=2. (Hint: For the second part,
try to eliminate any explicit dependence on 7.)

(d) Find a coordinate system (7, p) such that the parabolic motion is realized by setting p =
a~! = const. You should obtain

ds® = —p2dn® + dp*. (7.3)

Show that the new coordinate system amounts to the rest frame of the accelerated particle.
(Hint: Think of an analogue of polar coordinates.)

Sanity check: Make sure that u*u, = —1 continues to be the case in the new coordinate
system.




(e) For QFT (see next exercise), it is useful to coordinatize the space using the Rindler proper
time 7 = a~!n, and the position coordinate £ = a~!log ap. Show that the resulting metric
reads

ds® = e (—d7? + d€?). (7.4)

Why could the metric be particularly interesting in this shape?

(f) Draw the Rindler trajectories in a Cartesian coordinate system for different values of a. What
happens in the limit @ — co? Draw the corresponding limiting surface in your diagram as
well as light-cones (light rays=45°-lines) emanating from points for which ¢ > z. Can light
from these points reach accelerated observers? How do we interpret this result?

Bonus question: Do the Rindler coordinates cover the whole Minkowski space?

(g) How do we generalize to four dimensions? A short argument should be sufficient.

(a) In Cartesian coordinates, the Christoffel symbols vanish. Thus, we have

du#
b= 7.5
@' = (7.5)
If we take the derivative with respect to 7 of the norm of the four-velocity, we obtain
d(utuy,) dut
Tﬂ = QUM? = QUMCLM =0. (76)

Thus, the proper acceleration is normal to the four-velocity. Since the four-velocity is timelike, the
proper acceleration has to be spacelike.
(b) A boost with rapidity n applied to a rest-frame four-velocity (u* = (1,0)) reads

u* = (coshn, sinhn). (7.7)
One can check that indeed u*u, = — cosh?n 4 sinh?n = —1. Let’s make = n(7) time dependent to
indicate the acceleration. Then, the proper acceleration reads
a" = n(sinhn, coshn). (7.8)
Its norm reads
a*a, = n*(cosh®n — sinh®n) = 7? = a*. (7.9)

In other words, up to an irrelevant integration constant 1 = ar. Thus, the four-velocity reads
u" = (cosh ar, sinh ar). (7.10)

(c) Integration of the four-velocity yields v = (¢(7),z(7)) = a~!(sinh ar, cosh ar). We can eliminate
any dependence on 7 by considering the combination

(1) —t(r)> = a2 (7.11)

This confirms that the motion traces a hyperbola. This is the Minkowski-space analogue of a circle: a
curve of constant proper distance from the origin.

(d) By analogy with spherical coordinates, we define the hyperbolic coordinates z'* = (7, p), also
called Rindler coordinates,'

t = psinhn, x = pcoshn. (7.12)

!The variable name 7 is chosen on purpose by a slight abuse of notation.



Then, uniformly accelerated motion simply amounts to p(7) = a™! = const. We will derive the

parametrization of 7(t) below.
The Jacobian of the transformation from Cartesian coordinates to Rindler coordinates reads

dz* [ pcoshn psinhn oz’ p~tcoshn —sinhny (7.13)
Or \ sinhnp coshnp )’ —p~tsinhn coshn /- '

ox”

Then, the metric reads

ds® =g, dz"dz” (7.14)
Ozt Ox” -

=9 7 i da'?da’ (7.15)

=g, dz"da" (7.16)

= — p?dn® + dp*. (7.17)

In Rindler coordinates, the four-velocity of the uniformly accelerated observer reads

u =u"0,, (7.18)
ax/l/
=u O 8;|p:a*1m:77(T)> (7.19)

=p~! (cosh ar coshn — sinh ar sinh ) 9,
+ (cosh ar sinh i — sinh a7 cosh 1) 9, | j=a-1 =y (r)- (7.20)

We recover the expected form of the velocity if n(7) = a7 such that
u = ad,. (7.21)

Indeed, the velocity has no component along the spatial direction. In other words, this coordinate
system tracks the proper time of (this could have also been seen from 7 = a7) and defines the rest frame
comoving with the uniformly accelerated observer.

The norm of the four-velocity then becomes

W g lpmat e = =02 p?pq1 = —1. (7.22)
(e) The differentials after the coordinate transformation read
dn = adr, dp = e™d¢. (7.23)

Thus, the metric clearly reads
ds? = e*®(dr? — dai?). (7.24)

In this form, the metric is conformally flat. This is useful especially when considering Weyl invariant
theories because those satisfy Cartesian-like equations of motion also for Rindler coordinates.

(f) I plot the trajectories of different Rindler observers in fig. 2. In the limit a — oo, the trajectories
asymptotically approach the light cone emanating from the origin which satisfies x = t. As light cones
do not cross in Minkowski spacetime, no light can reach the accelerated observers from points where
t > x. Such a surface is called a horizon. This resembles the event horizon of a black hole, just that
(in more than two dimensions) it’s infinitely large. Thus whatever happens to accelerating observers is
analogous to what happens to observers close to a black hole.

Having a closer look at the metric in Rindler coordinates (Eq. (7.17)), its determinant vanishes at
p = 0, i. e. at the horizon. This implies that there is a singularity there. As there is no singularity in
Minkowski spacetime in Cartesian coordinates, this has to be a coordinate singularity. Indeed, this is
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Figure 2: Trajectories of Rindler observers in Cartesian coordinates in two-dimensional Minkowski
spacetime. The trajectories for a = 1/n for n = 1,2,3,4 are represented by blue dashed lines, while the
yellow line is approached in the limit a — oco.

the same coordinate singularity you have in the origin in polar coordinates. It also indicates that you
cannot describe Minkowski spacetime beyond the horizon in terms of Rindler coordinates as we defined
them. While it is possible to extend the coordinates to negative p such that the mirror image of the
region covered in fig. 2 can be described, the whole light-cone emanating from the origin requires a
modified coordinate system. In the rest of the sheet we will concentrate on the so-called Rindler patch,
1. e. the part p > 0.

(g) The uniformly accelerated observer is uniformly accelerated along one spatial direction. Without
loss of generality, we can assume this axis to be the z-axis (with Cartesian coordinates (¢, x,y, z)) such
that the metric assumes the form

ds? = —pdn? 4+ dp? + da® + dy?. (7.25)

Exercise 8: Unruh effect

Motivation: Particle creation is not just an effect of curved spacetime. Accelerated observers in flat spacetime are

embedded into a thermal bath of particle-antiparticle pairs. Let’s find out how.

We want to quantize a massless Klein-Gordon field in two-dimensional Minkowski spacetime sliced
by the set of Rindler coordinates (7,§), see Eq. (7.4) for the metric. The action for the massless
scalar reads

S— —% / doy/=gg" V.6V 6. (8.1)

The corresponding equation of motion for the scalar reads

O¢ = g"'V,V,é = 0. (8.2)




We will quantize the solutions to this equation. This task is analogous to quantization in two-
dimensional FLRW spacetime — in FLRW you have a time-dependent conformal factor in the
metric. Now you have a position-dependent conformal factor in the metric.

(a) Express the equation of motion in Rindler coordinates (7, ). The result should look analo-
gous to the equation of motion in Cartesian coordinates. Why is it so simple?

(b) Solve the equation of motion.

Next we need to define what particles and antiparticles are. By convention, we write down the
mode expansion in terms of orthonormal solutions as

o= / dw (auv, + alvl) | (8.3)
0

where the creation and annihilation operators satisfy the usual commutation relations, and v,, is
a set of orthonormal solutions of the equations of motion. We generically choose w > 0 because
throughout this exercise, we only consider right-moving solutions. This is simpler, and including
left-movers wouldn’t change the result.

For those who haven’t done GR yet, the following may be a lot. If all this lingo
makes no sense to you, just skip to sub-exercise (d). On general curved backgrounds
(or backgrounds described by weird curvilinear coordinates), the space of solutions to the Klein-
Gordon equation possesses an inner product on hypersurfaces of constant time ¥ (whatever crazy
time one may choose to work with). Given unitary time evolution along the normal vector to
the surfaces n* (which is, of course, timelike and normalized), this inner product is conserved,
thus allowing to find orthonormal solutions for all times. The Klein-Gordon inner product for
d + 1-dimensional backgrounds reads

(v1,v2) = —i/ Ad%cVh (VI oy — vtV ) (8.4)
)
where the integral is over a surface of constant time, and h denotes the determinant of the induced

metric.

(c) Try to do this exercise before reading on: What is the dimensionality of the hyper-
surface and what are h and n* for 1+ 1-dimensional Minkowski spacetime sliced by Rindler
time? Construct the Klein-Gordon inner product.

Orthonormal solutions v,, satisfy the conditions
(V) Vo) = 6(w — '), (Vw, ) = 0. (8.5)
(d) The Klein-Gordon inner product you should have obtained in sub-exercise (c) reads

(v1,09) = —i/ d&(vi0rvy — v20,07). (8.6)

Show that the (by convention) right-moving negative-frequency solutions
eiw(ng)
VAaTw

are orthonormal (recall that w > 0). Thus, we can express the quantized field in terms of
its mode expansion

(8.7)

Vy =

¢ = / — iw(T—¢§) + ale_iw(T_E)] ) (8.8)




The Klein-Gordon inner product helps us with more than just constructing the mode expansion.
It can also give us the overlap between modes of different mode expansions.
If you remember our last exercise sheet, distinct bases of mode functions are related by Bogolyubov
coefficients. The right-moving, negative-frequency Cartesian mode functions read

eik(tf:v)

vVAark ’

for some k > 0 (again we only consider right-moving modes) such that the Cartesian mode
expansion reads

(8.9)

U =

¢ = / dk (bkuk + bLuZ) , (8.10)
0

with creation and annihilation operators by, b;. The inertial vacuum (. e. the vacuum from the
Cartesian mode expansion) |Oiert) is defined such that it is annihilated by by.
The inertial mode functions can be expressed in terms of the Rindler mode functions as

up = / dw (g Vs + Brw?y) (8.11)
0

for some Bogolyubov coefficients g, Or,. Make sure you understand why this works. Thus,
generically they mix positive- and negative-frequency Rindler modes: The inertial vacuum is not
necessarily empty for non-inertial observers. As we learned last week, we can express the one
vacuum in terms of states of a different basis by computing the Bogolyubov coefficients. Let’s see
how this works exactly.

(e) Using the orthogonality relations in Eq. (8.5), show that
ey = (Voo Up), Bro = (U, up). (8.12)

(f) Last week, we found in an analogous problem that the vacuum state in one basis may be
populated with particles in a different one, and that the particlee-number density depends
on the Bogolyubov coefficients. Therefore, show that

i (Zﬁ> , (8.13)

w iw 1w Tw ZCL)
———a akee 2| ——|. 8.14
2rvwka < > ( )

(Hint: Keep in mind that ¢ is a scalar field and transforms as such. You may use that the
Laplace transform of a power is related to the Gamma function as

w
Qpy =————0
: 2mvwka
51%.) =

/ 2 le™Mdz = AT (s), (8.15)
0

and analytically continue to complex s and \.)

Work smarter, not harder. Do you have to compute both ay, and [, individually or
are they somehow related?




(g) Show that the number density in the inertial vacuum can be expressed as (Note that
this expression was ordered wrongly in the original sheet. This mistake was
propagating through the exercise.)

Ny = V_1<Oinert|alaw|0inert> - / dk|6kw|27 (816>
0

with the volume of the spacelike slice V, which as seen in earlier exercises, is required for
regularization.

(h) The integral in Eq. (8.16) is divergent and would have to be regularized. Instead of evaluating
the integral explicitly, we use a trick. First show that

o = _1+/ dk|ov 2. (8.17)
0

Next, having a closer look at Eqs. (8.13) and (8.14), express S, in terms of ay,,. This should
allow you to compute n,, without integrating to obtain

1

Ny = —5= : (8.18)
ea —1
Interpret this result: What type of distribution is this?
(a) In Rindler coordinates, the equation of motion reads
(02— 02)p = 0. (8.19)

This equation is so simple just because the massless scalar is Weyl invariant in two dimensions. Thus,
we can transform away the conformal factor without implications for the scalar. This is fully analogous
to the conformally coupled scalar and the Maxwell field in four dimensions on the last sheet.

(b) Solutions to the equation of motion Eq. (8.19) are equivalent to the Cartesian solution. Thus,
the most general solution reads

¢ = ATt 4 Be (T8 4 Clem T+ | Demiwl(T=6), (8.20)
for some complex constants A, B, C' and D. That ¢ is a real scalar imposes the constraints
C=A" D = B*, (8.21)
such that we obtain the general solution
¢ = Ae@TH) L Bl 1y ¢ (8.22)

Note here that the direction of motion is encoded in the sign of £ such that generically w > 0.

(c) The hypersurface is one-dimensional, i. e. a line. As shown in exercise 7 (d), the normal equals
the Rindler velocity n = u = p~'9, = e"*d,, and the induced "metric" on the line is ds%l) = e2%¢dE?) so
h = €2*. Thus, the factors from the determinant of the induced metric and the normal vector cancel,
and the Klein-Gordon inner product reads

(61, 6) = —i / A (6:0rrs — s, (3.23)



(d) For the negative-frequency solutions Eq. (8.7), we obtain the inner products

CU‘{‘CUI —i(w—w') /Oo )
Vo, Vo) = e Hw—w)T d ez(w w)f,
( ) 4 ww’ o0 $
/
:w + we—i(w—w’)’r(s(w - UJI),
2V ww’

=0(w — w'),

w + CL)/ . ’ > . /
() =t [ gt
4/ w —00

w + w
2\/
=0

z(w+w’)76<w + w/)’

as long as w,w’ > 0.

(e) We start on the right-hand side of Eq. (8.12) and show that it equals the left-hand side:

(Uwa U,k) - / do’ [akw’(UW7 Uw’) + 5kw’(vw> U:;’)] )
0

:/ dw' b (w — W),
0

=y -

Analogously, we obtain
i) = [ o0 v) 4 2,02
0

—/ dw' B d(w — W',
0
:ﬂkw-
(f) The Cartesian negative-frequency solution in Rindler coordinates reads

eia_lke“5 (sinh ar—cosh ar)

VAark

—ia~Lhe=8(7=O

- VAark

Thus, their overlap with the Rindler negative—frequency solutions reads

U =

" e+ keSOt )

?

(U, uk) 7r\/_
4’/T\/_

where V =7 — £. We now introduce a new variable

dV (w + ke~ )e =V Hee)

Y

2= ke .

Then, the measure becomes

(8.24)

(8.25)
(8.26)

(8.27)

(8.28)

(8.29)

(8.30)

(8.31)
(8.32)

(8.33)

(8.34)
(8.35)

(8.36)

(8.37)

(8.38)

(8.39)

(8.40)

(8.41)



Thus, we massaged the integral into the shape

lW/Cl iz
w+z) <Z> e e, (8.42)

Ve, U
( ) 47‘(‘\/ k

:Mk_—M/ dz[ (1+2)] e~ (8.43)

Here, we apply the definition of the I'-function as Laplace transform of a power law

/ 2 le™dz = AT (s), (8.44)
0

which analytically continued to A = i/a and for s = iw/a yields

w

/ Z%w_le_%dz = (£> ’ I <E) = Q%G%F <E> . (845)
0 a a a

Thus, the Bogolyubov coefficient becomes

ZUJ IW W Z‘w
Qg aez (W[ —al' 14+ —) ], 8.46
: 47T\/ a { ( a > < a )] ( )

= aa kj_%e%r 847
2rvwka ( a ) ( )

The Bogolyubov coefficient Sy, is derived from v = iv_,. Thus, keeping in mind that v} appears on
the left entry of the Klein-Gordon inner product in Eq. (8.12) and is therefore complex conjugated, we
immediately obtain

B = — 10—y, (8.48)

w zw ZUJ ZW
— akce 2l ) 8.49
27T\/w a ( a) ( )

(g) First we have to express the operators a,,, al, in terms of the operators by, b;. We find this relation
by expressing

_ / dk / e [t + ) + b ol + B (8.51)
0 0
_ / o / Ok [ (b - Bb)v + (Brobs + atu b (8.52)
0 0
It follows that -
= / (akwbk + BZJ)Z) dk. (8.53)
0
Thus, we obtain for the particle-number density
U :V_1<Oinert’alaw|0inert> (854>
:Vil / dk/ dklﬁzwﬁzlw<oinert‘bkbz/‘Oinert>, (855)
0 0

:V—l/ dk|Bre|*. (8.56)
0



(h) We could have equivalently expressed the number density as

Ny :V_1<01nert| + au,a |01nert> (857)
:V—l ( / dk/ dk’akwak/ mert|bkb2,|0mert>) , (858)
_y! ( 5(0) + / dk|akw|2> . (8.59)

0

You should be used to the pesky §(0)s now. Cancel infinity with infinity as if there was no tomorrow,
wave some hands, and we obtain

Ny = —1+ vl/ dk| o |?. (8.60)
0

This is fine.
We see that the Bogolyubov coefficients are related as

Mo = —€ 0 B, (8.61)

Thus, we can express the particle number as

e ——1+ ez’é“vlf dk| a2, (8.62)
0

27w

If we solve for the particle-number density, we obtain (trumpets please!)

1

27w

Pl

(8.64)

ny =

This is a Planckian distribution. Thus, the field is in a thermal state — a uniformly accelerated observer
is surrounded by a thermal bath of temperature 7' = a/27 (in units in which kg = 1). The vacuum,
thus, really has a temperature to non-inertial observers.

Extra material 1: Rindler approximation to horizons

The Rindler horizon can be understood as the first approximation of the geometry experienced
by an observer hovering above a general horizon. Here’s how:

Consider a general static spherically symmetric spacetime in Schwarzschild-like coordinates

(t,r, ¢,0) such that
2

dr i
f(r)

for some function f(r). Let’s assume that there is some r = ry, at which f(r,) = 0, f'(r,) # 0, im-
plying that there is some (coordinate) singularity indicating a non-extremal horizon. Considering

observers at r > r,, we can approximate the metric close to the horizon by choosing coordinates
e =r —rp and expanding in ¢ to leading order such that

ds® = —f(r)dt* +

r? (d6” + sin® 0d¢?) (9.1)

de?
f'(ru)e
Next, we introduce a new radial coordinate p which trivializes the radial part of the metric (i. e.
the proper distance from the horizon) such that dp = de/+/f/(rn)e, i.e. p = 24/€/f'(rn). As a

§2 = —f'(ry)edt® + + 12 (d6? + sin? 0dg?) . (9.2)




result, we obtain

f'(rn)? 2942 4 d,2 2 (162 in2 6d a2

P +dp” + 1 (d6” + sin® 0d¢?) . (9.3)
Here, the (¢, 7)-part amounts exactly to the two-dimensional Rindler metric in terms of the proper
time (in the language of exercise 7: 7) of the uniformly accelerated observer. The acceleration

reads )

o 0 (9.4)

2

where £ is usually called the surface gravity of the horizon (if gravity was still a force, this would
be the force experienced on the horizon, therefore the terminology).
Schwarzschild-like time is usually defined with respect to a static observer (who is inertial only
in asymptotically flat spacetimes in the limit » — o). Here, we expanded close to the horizon,
so the static observer has to be statically hovering above the horizon. This requires the radial
acceleration Eq. (9.4).
In a nutshell, this means that

ds? = —

1. Any spacetime which is static, spherically symmetric and has a non-extremal horizon is
approximated by Rindler space in the near-horizon region.

2. The Unruh effect may also apply to other kinds of horizons (chrchrm Hawking effect
chrchrm). Indeed, consider the vacuum as seen by an inertial observer falling into a
Schwarzschild black hole. If we plug in f = 1 — 2M/r, we obtain the temperature the
hovering observer will experience, namely

1

- (9.5)

We will see in a bit that this is exactly the Hawking temperature of a Schwarzschild black
hole. Indeed, this is a way to derive the Hawking temperature of a general spherically
symmetric black hole as
/
ro_ fm) (9.6)

:% 47

3. If there is no other length scale in the model x oc r;, ! (amounting to wavelengths of horizon
size), so the temperature is generically very low for large (e.g. astrophysical) black holes.

Exercise 9: Inflation

Motivation: In the lecture we were introduced to early-universe inflation. For those who have not seen inflation in

a different course yet, this exercise should be like a very short primer. For more info, see this review.

This exercise is divided into a motivational part and a computational part.
Motivational part: Why would we want a period of accelerated expansion in the very early
universe? Let’s estimate. We know that the sky is made up of N ~ 10* patches which have never
been in causal contact during the history of the universe if we run back ordinary FLRW evolution
only with radiation and matter. If they haven’t been in causal contact, we would expect them
to be uncorrelated so their average temperature fluctuation x = 67 /Tcyp should be random, say
Gaussian distributed around 0.

The important bit about the Gaussian is its standard deviation. Since x is dimensionless and



https://arxiv.org/pdf/0907.5424

there’s no physical scale to set its size, a natural guess is that its standard deviation is Az ~ O(1).
In CMB measurements, correlations of x across the sky are encoded in the coefficients of the
multipole expansion of the power spectrum ag,. All of these coefficients have been measured to
satisfy

|agm| < 107°. (9.7)
Roughly, each of the first N multipole coefficients captures independent information from each
causally disconnected patch. Thus, we can interpret the inequality Eq. (9.7) as measurements of
x across the N independent patches.

(a) Compute the probability that all of the first N multipoles satisfy the inequality Eq. (9.7) if
they are all Gaussian distributed around 0 with standard deviation Aay,, = 1. You should
obtain something overwhelmingly tiny.

(b) This has been one of the main original arguments in favour of introducing inflation: The
probability of all this correlation being there randomly (the temperature fluctuations being
so small everywhere) is incomprehensibly small, so the patches must have been in contact
after all. Inflation brings the disconnected regions into causal contact in the past. Try to
find weaknesses of this argument.

Next we get to the technical part. The usual way to go in inflation is to propose a model
usually containing GR plus additional fields, which lead to accelerated expansion. This accelerated
expansion implies that many areas which appear not to be causally connected now actually were
during inflation. Let’s start with a single minimally coupled scalar field ¢, the inflaton — the
simplest and most common type of model. The action reads

S= / d*y/=g ( R——VWV% v<¢)) (9.8)

with the Planck mass mp, the Ricci scalar R and a potential V' (¢). Inflation is usually set in an
FLRW background in comoving coordinates such that

ds? = —dt? + a(t)*d7?, (9.9)

with the scale factor a(t). Then, as you have already derived, the scalar satisfies the equation of
motion ) '

¢o+3Hp+V'(¢p) =0, (9.10)
with the Hubble parameter H = a/a. Besides, the cosmological principle requires the scalar, too,
to only depend on time, 1. e. ﬁgb = 0.
Slow-roll inflation occurs, when the potential energy dominates over the kinetic energy — then, the
scalar does not really change and the scalar contribution to the action is approximately constant.
Thus, like a cosmological constant it leads to de Sitter-like exponential expansion for some time
in the very early universe. Let’s make this statement more precise.

(c) Compute the stress energy tensor of the scalar. For a perfect fluid, the stress energy tensor
equals
T" = (p + p)uru” + pg"”, (9.11)
with the energy density p and the pressure p and the four-velocity of the fluid v = u*0,
which in comoving coordinates equals u = 0;. Show that

p =%$2 +V(9), (9.12)
=24 —V(9). (9.13)

2




The Friedmann equations read

3m3’ a 2m?

(9.14)

Thus, we obtain accelerated expansion if the equation-of-state parameter of the perfect fluid w
satisfies 1
w=L<_2 (9.15)
p 3

Let’s make precise what it means to be close to de Sitter expansion.
(d) Show that we can express the second Friedmann equation as

%

- = H*(1—¢), (9.16)
where )
e= —%. (9.17)
(e) Express € in terms of w to obtain
e:;(w—i—l). (9.18)

Verify that accelerated expansion occurs for € < 1. (Hint: Perfect fluids satisfy the continuity
equation p = —3H(p+p).)

The dimensionless € is the first slow-roll parameter. If € = 0, the universe is undergoing exact de
Sitter expansion (then, H is constant because w = —1 which amounts to a cosmological constant).
So for near-de Sitter expansion, we need € < 1.

(f) Show that e < 1 implies that ¢2/2 < V(¢), i. e. indeed the kinetic energy is much larger
than the potential energy.

Besides, for the field to roll slowly enough, the scalar should not accelerate too strongly (e should
not change very fast), a behaviour which is captured by the second slow-roll parameter (In an
earlier version of the assignment, the — sign was missing in the definition below.)
n=_2 (9.19)
Ho

In the slow-roll regime, 7 < 1. In the slow-roll regime, the two slow-roll parameters can be
expressed in terms solely in terms of the potential and its derivatives.

(g) Demonstrate that in the slow-roll regime, (In an earlier version of the assignment, the
Planck masses were missing in the below equation)

2 7\ 2
_me (VA"
v = (V) ~ €, (9.20)

V//
ny Em%,v ~ 1+ e (9.21)




In the slow-roll regime, it’s sufficient to monitor €, and 7y .
Inflation ends when € = 1. As the previous expansion was quasi exponential, it is useful to adapt
our measure of time accordingly. Therefore, we introduce the "e-fold" such that

AN = —Hdt, (9.22)

normalized such that at the end of inflation N = 0. Thus, considering that a ~ e, at some N,
the universe was smaller by a factor ~ e~ than at the end of inflation.

Let’s get to observables. Everything that’s within the horizon at the end of inflation is gener-
ically observable to us and may leave an imprint on the CMB. This amounts to fluctuations
generated up to some N = N,, where depending on the model 40 < N, < 60. Observables are
generically evaluated at IV, because that’s when the seeds of primordial fluctuations were sown.
The two most well-known CMB-observables are®

e AZ denotes the amplitude of spectrum of scalar fluctuations which has to be normalized as
A? ~ 1072, For slow-roll inflation it reads

1V
Az ~ —_6_1|N:N*' (923)
242 mi Y

e 7 is the tensor-to-scalar ratio, i. e. the ratio of the amplitudes of tensor fluctuations (stem-
ming from GR’s spin-two part) and scalar fluctuations (stemming from the inflaton and
GR’s spin-zero part). Expressed in terms of the potential-derived slow-roll parameters it
reads

r = 16¢},. (9.24)

Hereafter the superscript x means that the respective quantity is evaluated at the effective
onset of inflation N,.

e 1, is the scalar spectral index which you should have already seen in the lecture. It governs
the tilt of the power spectrum of scalar fluctuations towards red. Expressed in terms of the
potential-derived slow-roll parameters it reads (In an earlier version of the assignment
there was a wrong sign in the equation below.)

ns = 1 + 2}, — 6Gej,. (9.25)

Now, we compute the observables for a simple example. Consider an inflaton with quadratic
potential

2
V= m?d)?. (9.26)
Assume that N, = 60, i. e. Inflation occurs, effectively, for 60 e-folds.

(h) Compute the value of the field at the end of inflation. From this derive ¢,, i. e. the field
value at N = N,.

(i) Fix the mass m such that A; ~ 1072,

(j) Compute r and ns. Compare with constraints on 7 from Planck data and constraints on ng
from the latest ACT data. Is the model viable?

%You can find the full derivation of these quantities in the review mentioned above.
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(a) The probability to obtain a value of 107° for the absolute value of a parameter that is Gauss
distributed around 0 with standard deviation 1 reads

1 105
]
V21 J_10-5

The total probability for this to happen for 10* parameters reads

x2
e~ 7 = Erf(107°) ~ 107°. (9.27)

Prot = p104 = (1075)104, (9.28)

which is really a remarkably small number.
(b) In the preceding exercise, we assumed what we would expect would be a unbiased distribution
over completely uncorrelated patches in the sky. There are a number of problems with such arguments:

e What is an unbiased distribution? By using a Gaussian, we assume the patches to be entirely
uncorrelated. But even if they had not been in causal contact in the past, they could still be
correlated somehow. We've imposed a flat prior over possibilities without strong justification. In
other words, a flat probability measure is still a probability measure.

e Is this a problem of theory or initial conditions? We can find a theory like inflation, which
explains the small temperature fluctuations dynamically. Yet, the laws of physics are formulated in
terms of differential equations. Differential equations propagate initial data — they don’t generate
it. So inflation just shifts the fine-tuning problem to earlier times.

e Why exactly Az = 17 It’s natural to expect dimensionless quantities to be of order 1, but that’s
a guess, not a rule. If we’d assumed Az ~ 107!, the probability of the observed fluctuations
would be close to one. The argument is extremely sensitive to arbitrary assumptions.

e Why inflation? The problem is to explain correlations between regions that seem causally dis-
connected. Inflation is one way to do that, but not the only way. Any mechanism that establishes
correlations — even without causal contact — could in principle do the job. Given how little we
know about the early universe, this argument allows for a lot of wiggle room.

That this argument (as well as other arguments which originally motivated inflation) is questionable
does not mean that inflation in and of itself is equally questionable. Inflationary models predominantly
make the prediction of a slightly reddish spectrum (scalar spectral index N close to but below one),
which has been measured to be the case, see exercise (j). Yet, other very-early-universe models also
make this prediction, so this is rather a statement on how small the amount of information is we have
about the very early universe.
(c) The stress energy tensor reads
T 05

1
= —259#11 =V, oV,0 — §gWVp¢Vp¢ - gu/V. (9.29)

As the scalar is just a function of time, we obtain

Too =— +V, (9.30)

T;; =a* (%2 - v) : (9.31)



Thus, considering that u = J; in comoving coordinates, we obtain the density and pressure

p :%2 +V, (9.32)
p :%2 —V. (9.33)

(d) We can write the derivative of the Hubble parameter as

a="2—m (9.34)
a
Regrouping, we obtain
%: (m—i—l) H?* = H*(1 —¢). (9.35)

(e) We need the Friedmann equations to express € in terms of the equation-of-state parameter. The
time derivative of the first Friedmann equation yields

p

_ . 9.36
6miH (9:36)
Plugging in the continuity equation
f—-_Lrr (9.37)
2mé
Then, we can plug into the definition of € :
3(p+p) 3
= -2 == 1). 9.38
= B S (9.39)

Indeed, when € < 1, w < —1/3 so the expansion is accelerated.
(f) According to Eq. (9.18) the regime 0 < ¢ < 1 amounts to the regime —1 < w < 1/3. Plugging
in Egs. (9.12) and (9.13), we obtain

N[

oy 22 g
Pk S (9.39)

B voniaky: 3
V24

o]

The value —1 is realized for ¢ = 0. Thus, deviations from w = —1 are small if

y

1. 9.40
< (9.40)

To make this more explicit, we can expand

(g) In the slow-roll regime, we can approximate € as

3(p+p) 30° 347

2p 2(§+V)_ 2V’

(9.42)



The equation of motion for the scalar approximately equals

3Ho + V' ~0, (9.43)
while the first Friedmann equation reads
Vv
H? ~ : 9.44
3m? ( )
Plugging in both equations, we obtain
V2 mi (V!
~ ~— | —=| =eyp. 9.45
‘T omv T 2 <v) v (9.45)
Additionally, the second slow-roll parameter becomes
ne—2 (9.46)
Ho

Taking a time-derivative of the scalar-field equation, i. e. Eq. (9.43),

3Ho+3Ho+V"h ~ 0. (9.47)
Thus, we can replace gb to obtain
H+ Y v
n o~ H23 ~ —e—i—m%v = —c+ny. (9.48)
Thus, we obtain
Ny =1n+e. (9.49)

(h) At the end of inflation, we have

, 2
14 (%a)) _2mp (9.50)

oV {fens) = 2 ( V(¢ena) :

end
Thus, the field value at which inflation ends equals ¢eng = v2mp. Using the definition of the e-fold

0=,

e

Hdt. (9.51)
nd

Yet, during slow-roll inflation, we can express H as a function of ¢ and change the integration to
dt = ¢p~'de ~ —3Hdep/V".
Therefore, the integration of time becomes

¢ 2 ¢ ¢ 2
N(g) = /(b i ) _dp= ? o= (gL —2) (9.52)

end V \[mP mP \[mP 2mP

Thus, we can express ¢, in terms of N, as

b = VAN, + 2mp. (9.53)

At N, = 60 we obtain ¢, = v/242mp ~ 16mp.
(i) The first slow-roll parameter for the quadratic potential is given in Eq. (9.50). Thus, the amplitude

of the scalar fluctuations reads

m2gt 242 m?

A? ~ = —
96m2ms 9672 m?

S

(9.54)



Given that 2422 /967% ~ 62 ~ O(10), and A? ~ 107, we obtain the mass
m ~ 10" mp ~ 10"GeV. (9.55)

Considering that H amounts to the energy scale of inflation, and H ~ m, inflation occurs at around
this scale.
(j) We can immediately compute the tensor-to-scalar ratio

m% 32
_p™r 32 g, 9.56
TN T (9.56)
For the scalar spectral index we need the second slow-roll parameter
2m? 1
v (¢s) 2 121 ev(dx) ( )
Thus, the scalar spectral index equals
ns ~ 0.967. (9.58)

Let’s compare to data. The latest ACT data predicts ng = 0.9709 £ 0.0038. Thus, the quadratic
model is well within error tolerance. Error bars amount to 1o. A little bit more than 1o does not imply
a tension. The value of r from Planck data, namely r» < 0.044 at 30, cannot be accommodated in the
quadratic model for inflation, however. Indeed, quadratic inflation is in 40-tension with the Planck data
(and actually in even higher tension with newer data), and, therefore, ruled out.
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Exercise 10: Kerr black hole

Motivation: Real black holes spin. That twist adds a whole new layer of physics. Let’s dive in.

A rotating black hole cannot be static and spherically symmetric anymore. Instead it is axially
symmetric and stationary, 7. e. it changes in time but this change is time-translation invariant.
This is the resulting metric:

2GMr 4G Mar sin? 0 p?
2 2 2
ds® = (1 — 2 ) dt” + pe dtdp — —dr

sin? 6

— p*d0® — [(r* + @®)* — a®Asin® 0] p de?, (10.1)

where the constants M and a = J/GM (with the angular momentum .J) parametrize the geometry,
while A = 72 — 2GMr + a® and p? = r? + a® cos? 0.

In the following, we learn some of the key properties of this metric. The required computations can
become involved due to the complexity of the metric itself, so it may be advised to use symbolic
equation manipulation software like Mathematica or SageMath.

(a) Take the limit a — 0. Which geometry do you obtain? Do the same for the limit M — 0.
(Hint: You may have to apply coordinate transformations after the limit to properly identify
the resulting geometry. Another way to characterize a geometry (which may be simpler) is
to compute the corresponding curvature tensor. While ordinarily it is necessary to compute
curvature invariants, in this case the curvature tensor is sufficient.)

(b) Depending on the constant parameters, the metric has zero, one or two horizons. If they
exist, compute their radii (say ry and r_ for r, > r_), and the parameter ranges corre-
sponding to the three cases. Which of these regimes are expected to be physical? (Hint:
For the Kerr metric, horizons and their properties can be read off the radial part of the
metric.)

(c) As for the Schwarzschild geometry, the singularities at the horizons are mere coordinate
singularities. Introducing a Tortoise coordinate
r? 4 a?

A

dr* = dr, (10.2)

we can transform the time and angular coordinates to obtain

dv = dt + dr*, dé = do — %dr. (10.3)

Here the transformation ¢ — ¢ is required so that the basis vectors 9, and Jp remain
linearly independent close to the horizon. Show that the metric in the resulting set of
ingoing Eddington-Finkelstein coordinates (v, r,0, ¢) is regular at the outer horizon.




(d) A horizon-generating Killing vector is a Killing vector which is null on the horizon. Given
such a horizon-generating Killing vector x, we can then define the horizon as the submanifold
constrained by the condition y? = 0. The surface gravity x is defined such that

XVVVXM‘sz_ = /QXu’rzm_- (104)

What’s the left-hand side of this equation? What does it mean that the right-hand side is
non-zero?

Contrary to the Schwarzschild case, the horizon generating Killing vector for the outer
horizon is not simply &;. Instead, it reads x = 9;+Qp0d, with Qy = a/(a®*+r?%). Demonstrate
that the surface gravity at the outer horizon equals

ry —T_

2(r2 +a?)’ (105)

R =

This amounts to the acceleration required to hover on top of the outer horizon. What does
this mean for the vacuum state defined by an observer inertially falling into the hole? (Hint:
Turn the vector equation into a scalar equation by projecting on a vector. Note that on the
horizon O ,—r4 = 8<Z;|T:T+.)

(e) Compute the surface gravity in the limit @ — G'M. Borrowing an analogy with the third
law of thermodynamics, what do we learn about trying to spin up a black hole until it is
extremal? Indeed one can prove the answer to this problem in full generality in general
relativity — the result is called the third law of black hole mechanics.

(a) In the limit @ — 0
A =7r*—2GMr, p* =7 (10.6)

Thus, the metric becomes

2GM 1
ds? = (1 _ ) dt* — 1—dr2 (10.7)

” — 2GM
T

—r2d#? — r?sin® 6d¢?, (10.8)

which is the Schwarzschild metric. This is in line with the fact that a represents the angular momentum
— a Schwarzschild black hole is the non-rotating version of a Kerr black hole.
In the limit M — 0

A=7r?+ad p* =12+ a?cos? 0. (10.9)
As a result, the metric reads

r? + a® cos? 0
r2 + a?

— [(r* 4+ a®)* — a*(r* 4 @®) sin® ]

ds? =de® — dr? — (7‘2 + a2 cos? 9) de?
sin® 6 :
r2+a?cos26 "

(10.10)

This can be simplified because

72+ a?(1 — sin? 0)
r2 + a? cos? 0

(r?+a?)?—ad®(r* + a®)sin®g _ ,
r2 4+ a? cos? ¢ = (" +a)

=7’ +ad’ (10.11)



Thus, the metric reads

r? + a?cos®

ds? =dt* —
y r2 4+ a2

dr? — (7“2 + a? cos? 0) df? — (r* + a*) sin® 6d¢?*. (10.12)

This is just Minkowski space in disguise — if by disguise you mean ellipsoidal coordinates. Applying the
coordinate transformation to Cartesian coordinates

x = Vr2+ a2sinf cos ¢, y=Vr2+a?sinfsingo ,Z =1cosb, (10.13)
we obtain
ds* = dt* — di”. (10.14)

(b) At horizons in stationary geometries, the radial component of the metric diverges. This happens
when A = 0. This quadratic equation has the solutions

ry =GM ++/(GM)? — a?. (10.15)

Thus, there are 0,1 or 2 real roots if a > GM, a = GM or a < GM, respectively.

As there is still a ring-shaped singularity (better: "ringularity") inside the hole, the case a > GM is a
naked singularity, which violates the cosmic censorship conjecture and would allow access to arbitrarily-
large-curvature regions — an effect we appear not to see in observations.

If a = GM, the Kerr black hole is extremal, i. e. the two horizons are equal. Compared to the black
holes we see in the sky, this is still excessively fast. Actually, there is a theorem that in GR you can not
spin up a black hole up to a = 1, just as in thermodynamics you can’t lower the temperature to 0 with
a finite number of steps (chrchrm Hawking effect chrchrm).

The physical regime is thus a < GM. All the observed black holes fall into this category.

(c) Applying the coordinate transformation given in Eqs. (10.2) and (10.3), after some algebra we
obtain the metric

2GM 4GM
ds? = (1 _ 2 T) dv? + ¢ 5 ardvdgb — 2dvdr + 2asin® @drde
p

sin? @

— p*d0? — [(r* + @®)* — a®Asin® 0] 5 de? (10.16)
p

As there is no A in any denominator, the metric is regular at A = 0.
(d) The left-hand side of Eq. (10.4) is the left-hand side of the geodesic equation. Thus, the right-
hand side being non-zero captures the acceleration required to stay put, i. e. hover over the horizon.
Killing vectors satisfy the Killing equation

V(MXV) =0. (10.17)
Therefore, we can express Eq. (10.4) as
UYTH 1 2
Y Xu|r:T+ = §VM(X Nr=ry = _KXu|T:r+a (10.18)

where x? = x*x,. Projecting on some vector £ which is not normal to x on the horizon, we obtain

_ §'Vu(x*)

. 10.19
2§MX# r=ry ( )



In Eddington-Finkelstein coordinates, we can choose & = 0, to obtain

A, 11 GM GMZ—a\ 1 —r_
T 2X'I‘ r=ry B 5 GM B a + a2 — m (1020)

Thus, we obtained the surface gravity of the Kerr black hole. As we learned last week, for static horizons,
the surface gravity of a horizon is proportional to its Hawking temperature. Thus, if a QFT is in the
inertial vacuum, i. e. the vacuum defined by an inertial observer falling into the black hole, an observer
hovering above a Kerr black hole is surrounded by a thermal bath of temperature

Ty —T_

= 10.21
4r(r2 4 a?)’ ( )

which in the limit a — 0 recovers the temperature of the Schwarzschild black hole as expected.

(e) In the limit a — G M, the surface gravity vanishes. Thus, extremal black holes have temperature
T = 0. The third law of thermodynamics tells us that it takes an infinite number of steps to lower the
temperature to 0. Thus, it is impossible to spin up a black hole to a = GM in a finite number of steps.
The third law of black-hole mechanics is indeed that one can’t lower the surface gravity of a black hole
to 0 by a finite number of steps.

Exercise 11: Ergoregion and Penrose process

Motivation: Rotating black holes might just be the most powerful energy source in the universe, real sci-fi stuff.

Here’s how.

As you derived in the last exercise, contrary to the Schwarzschild black hole, the timelike Killing
vector K is not null on the outer horizon. This does not mean that there are no surfaces, where
it satisfies K2 = 0.

(a) Do this exercise before reading on. Verify that the two vectors K = 0, and R = 0,
are Killing vectors of the Kerr metric. Killing vectors are defined such that their covariant
derivative is antisymmetric. What physical quantities are conserved due to these symmetries,
and how are they related to the black hole parameters M and a?

(b) Do this exercise before reading on: Find the hypersurface OF at which the Killing
vector K is null. Verify that it is generically outside the horizon, i. e. rgr(0) > ri, where
ror parametrizes OF.

(c) The region bounded by OF is called ergoregion. Draw a constant-time hypersurface of the
outer horizon and the positive-r branch of the ergosurface (rsg) as seen from the side, say
for ¢ = 7, for large a (e.g. a = 0.9).

(d) The ergoregion is a very special place. There, the norm of the Killing vector K is spacelike.
On this basis, argue that timelike observers cannot stand still in the ergoregion. This effect
is called frame dragging. Which direction do they have to move in? (Hint: Note that OF
is not a horizon. One can leave it.)

(e) Consider a particle of mass m which has momentum p = mu with timelike four-velocity w.
For simplicity, assume that the particle is only moving on hypersurfaces of constant § and
r, i.e. p = p'dy + p®d,, and into the future, i.e. p* > 0. The particle’s energy is defined
as B = Ktp,, its angular momentum as L = —R*p,. Are the energy and the angular
momentum always positive in the ergoregion outside the horizon, i. e. for r. < ro < rgg?




(f)

Consider that you send an object into the ergoregion, it breaks up into two equal-mass
pieces, one of which comes back out. Start out with the original object at infinity such that
the conserved total energy equals Eiy = Ei, + Eoue = p. Assume the pieces, both of mass
m break apart inside the ergoregion, one particle falls into the black hole and one particle
escapes to infinity. Use energy conservation to argue that the energy of the outgoing particle
can satisfy Fgy > p. Where is the energy extracted from?

Let’s maximize the efficiency of this process, i. e. the quantity

- Eout
- )
Etot

n (11.1)

where FEj, denotes the energy of the infalling particle. Evidently, an efficiency larger than
one implies that one gets more energy out of the black hole than went in. Assume that:
e The object breaks apart somewhere outside the outer horizon, 7. e. at some r¢ > r,.

e The object breaks apart at a turning point in radial motion (i. e. 7 = 0). At this point
during the evolution, on any object of mass m, energy F and angular momentum L,
the geodesic equation enforces the constraint

2 2 2 2
T o G (@ _ £) + (QQE_ _ L_) ~A=0. (11.2)

m T m m m2  m2

e The black hole is extremal, i. e. a = GM.

e Energy and angular momentum are conserved during the process. This follows from K
and R being Killing vectors.

Compute Ey,, Eqyy and n(m, ) and maximize n for allowed values of o and m. (Hint: An
object can be more than the sum of its decay products.)

The Penrose process decreases both the angular momentum J and the mass M of the black
hole. Over all, however, J decreases more than M such that a = J/GM decreases. This
works until the black hole stops rotating. The mass of a black hole that has been spun down
to a = 0 by the Penrose process is called the irreducible mass M.

Fun fact aka assume without proof: You may have heard of the area theorem stating
that the area of black holes cannot decrease in GR. A perfectly administered Penrose process
is actually optimal: It does not change the area of the outer horizon.

Show that the area of the Kerr horizon equals
A =A4r(r? +a®). (11.3)
Use the fun fact to compute the irreducible mass.

The black hole in the centre of the Galaxy has mass M ~ 4 x 10°M, where M, denotes
the mass of the sun. Imagine that it would be extremal (its actual spin parameter is around
a € [0.1,.5] but never mind reality). Compute how much energy could be extracted from
the black hole. You should obtain that it’s around 29% of the original black-hole mass.
For comparison, nuclear fusion converts 0.7% of matter into energy, and the mass of visible
matter in the milky way equals around ~ 5 x 101°M,. Connect the dots. True sci-fi stuff!
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Figure 3: Side view on the ergoregion of a spacelike hypersurface (¢ = const) of a Kerr black hole with
a = 0.9GM given in

(a) Killing vector fields satisfy the Killing equation Eq. (13.6) We do this in all generality. Assume
that the metric is independent of a coordinate &, i. e. 9¢g,, = 0. Then, the vector X = 0 satisfies

1
VMXV - gVO'FZpo - guarzg = 5 (8§guu + aug&/ - al/guf) . (114)
However, the metric is independent of &, so
V“Xl, = 8[ng]5 = V[MXV]. (11.5)

Thus, the vector X is a Killing vector. The metric is independent of both ¢ and ¢. Therefore, K and R
are Killing vectors.
(b) In Boyer-Lindquist coordinates the norm of the Killing vector K is just K*K,, = gy. Thus, K is
null when
r? — 2GMr + a* cos® 0 = 0. (11.6)

The most positive root of this equation yields the parametric solution

rop = GM + /(GM)? — a2 cos? 0, (11.7)

which defines the boundary of the ergoregion. Clearly, roglgp—0~ = 74, but generally rgp > r,. Thus,
the hypersurface where K becomes null lies outside the horizon.

(c) I plot the ergoregion for a = 0.9GM in fig. 3.

(d) Inside the ergoregion, the Killing vector K becomes spacelike. Since observers must follow
timelike worldlines, their 4-velocity cannot be proportional to K. In Boyer—Lindquist coordinates, viz.
Eq. (10.1), there is exactly one contribution to the metric which is timelike inside the ergoregion, namely
the cross term proportional to dtd¢. Thus, the only way to construct a future-directed timelike 4-velocity
is to include a nonzero d¢ component. This means the observer must move azimuthally—i.e., co-rotate
with the black hole. This effect is known as frame dragging.

(e) Let’s compute energy and angular momentum in Boyer-Lindquist coordinates

E =gup' + gt¢>p¢7 (11.8)
L=~ gssp” — goup"- (11.9)



In the physical regime a < GM, both K and R are spacelike inside the ergoregion, 7. e. g; < 0, and
gse < 0. At the same time, the momentum of a timelike observer is timelike, i. e. (considering for
simplicity an observer with p? = p" = 0)

pup" = gu(0)? + 2010"D” + 945 (07)? = m?. (11.10)

AS git, gps < 0 while g4 > 0, we naturally obtain p? > 0, which is just the answer to exercise (f).
Given the mass-shell constraint, we can express the energy and the angular momentum as

- m® = goe(0°)? — Giep'p?  m® — p®(|gie|p" — |9se|p?)

- Pt B pt

- = gu(®)’ = gip'p® = P (lguslp’ — lgulp?)
p? B %

E

: (11.11)

L= . (11.12)
Thus, if p® and m? are chosen sufficiently small while at the same time satisfying Eq. (11.10), the energy
is negative, and so can be the angular momentum. A concrete example is a = GM/2, r = 1.9GM,
0 =m/2, p' = 34.3m and p® = .24/G yielding E = —0.05M and L = —0.82GM?>.

(f) If the piece falling into the black hole is allowed to acquire negative energies, i.e. Fy, < 0, the
outgoing piece can have more energy than the whole object had before falling in because

Eow = Eiot — By = ©+ |Ein| > U (1113)

Thus, energy has been extracted from somewhere. The only place this energy can come from is the black
hole itself, which will lose rotational energy and mass by this process to match the negative energy and
the negative angular momentum of the infalling particle. Note that due to the area theorem, namely
that black hole horizon areas don’t decrease, this loss has to be such that the change in a = J/M is
negative.

(g) First, we solve the constraint from the geodesic equation at ry for the total angular momentum

obtaining
2aGM + /2GMryA
2GM — 1y H-
As this is also the place where the object breaks into two pieces, the geodesic equation equivalently
applies to those two. Thus, for both particles we obtain the angular momenta

Liot = (11.14)

2aGM Einjou £ /ToA[ED 75 + m?(2GM —19)]

2GM — To

Lin/out = (1115)

At the same time, we know that E\,, = u. Thus, we can use energy conservation and angular-momentum
conservation to determine the individual energies Ej, /oy Thus, imposing

Eiot = Ein + Eout, Liot = Lin + Lout, (11.16)

we obtain (choosing the roots Ej, < Eoyu)

1 4m?2\ 2GM
Ein/out = 5 1 F \/(1 — 7) ro . (1117)
Thus, we obtain the efficiency
1 4m?2\ 2GM
=—|1 1—— . 11.18
n=g |1+ \/ ( " ) - (11.18)




The efficiency is maximal for minimal 7, 7. e. when hovering just above the horizon, and minimal m,
i. e. the object decays into massless particles like photons. For a = GM, m =0, and rg = r, = GM, we

obtain
_1

2

Thus, we get out 120% of the energy we sent into the black hole.
(h) First we need to compute the area of the horizon. The horizon is a surface of constant time
(dt = 0) and radius r = r, (thus, also dr = 0). Thus, the induced metric on the horizon reads

0 [1 + \/5] ~ 120%. (11.19)

sin? 6
p*(ry)

dsé) = —p*(ry)d6* — [(r} + a®)* — a®Asin® 6] de?. (11.20)

The area is then defined as

A= / Vhd?z, (11.21)
H
where h is the determinant of the induced metric on the horizon surface. Thus, we have to compute
T 2w
A= (a®+7%) / / sin 0dgdd = 4w (a® +12). (11.22)
o Jo
The irreducible mass amounts to the black hole not rotating any more such that
A =167(GMy)*. (11.23)

As the black-hole area does not change, this equals the area before all of its rotational energy has been
extracted. Thus, we obtain

1 M2+ M\/M —a/G
L /2 2 _
M. 5C as+ry \/ 5 . (11.24)

In particular, for extremal black holes the irreducible mass becomes minimal, yielding

M
My, = —. 11.25
7 ( )
(i) The amount of energy that could be extracted is
1
M—-—My,=(1—— | M~0.29M. 11.26
( V2 > (11.26)

This amounts to 29% of the original mass, which is an extremely large amount.

Throughout their lifetime, all stars in the milky way generate 0.7% of their mass in radiation from
nuclear fusion. The mass of all stars in the galaxy being around 5 x 101°M, all in all this amounts to
a radiated energy of Fgas ~ 4 x 108My,. If the black hole at the centre of the Milky Way was extremal,
we could extract Epenrose ~ 10°M, which is just about 400 times smaller. Besides, that black hole is
rather small as supermassive black holes go. This is probably the strongest energy source in the universe
we know of.



Heidelberg University SS 2025

Quantum field theory in curved spacetime

Assignment 5/Exam 1 — May 28
Please hand in this assignment before the tutorial at 11h15AM on May 28. In total, you need to
obtain 40% of the combined points from this and the second exam.

Exercise 12: Particle creation in an expanding universe — 30pts.

Motivation: Back to square one. Let’s compute the number of particles created in a more realistic scenario than

before.

Consider a spatially flat universe which starts out changing adiabatically, then undergoes a rapid
phase of expansion, to finally end up in another adiabatic phase. Such a universe is given by the

scale factor N
) ) 1 + tanh -

a’(n) = af + (a3 — a) 5 )
with the dimensionless parameters a; and ay, and the quantity 7y which has units of time. Prop-
agating in this universe, consider a conformally coupled, massive scalar field according to the
action

(12.1)

S = /d4x\/—_g (%v“ww — % ( e g) ¢2> . (12.2)

(a) Plot the scale factor. What do the parameters a;, as and 79 stand for? Ignoring the flat
asymptotic regions (large |n|), what part of the universe’s history could the intermediate
evolution be a toy model for?

(b) Show that the scale factor Eq. (12.1) results in the squared effective mass

1 4+ tanh L
iy = m? ( + (a3 - ai>T"0> (123

for the scalar.
(c) Having applied the usual rescaling ¢ — y = a@, the field satisfies the usual mode equation
Xi+ (k* 4+ mg) xx = 0. (12.4)

Show that the mode equation can be solved by the following two linearly independent mode
functions

Tl » n
ezkx twyn—iw—_mno log(2 cosh 0 )

1+ tanh
v = o1 | 1+ dw_mg, iw_no; 1 — dwinne; ————2 |, (12.5)

VAaATwi, 9
eikx—io.urn—iw,no log(2 cosh %) 1 — tanh 2
up = T o1 | 1+ iw_mno, iw_mo; 1 + 1WoutTo; T”m . (12.6)

where we defined

Wl =k*+ aim?, w2, = k*+ a3m?, wy = —— ) (12.7)




and o[} denotes a common type of hypergeometric function.

Hint: Try to recover the differential equation defining the hypergeometric function f =
2 F1(a, b; c; z), namely

2(1=2)f"+c—(14+a+b)z]f —abf = 0. (12.8)

(d) Show that the mode functions asymptote to Minkowski-like positive-frequency solutions at
early and late times

ei(kx—winn) 199
v~ ———, — —00, :
ei(kxfwoum)
g ~ 7 — 00. (12.10)

VAT Wout 7

Discuss why the mode equation has solutions with these asymptotics. Conclude that vy
defines a natural in-vacuum, and u; a natural out-vacuum. Why?

Hint: The hypergeometric function has the limit lim, .o f(a, b;¢c; z) = 1 for all a, b, c.

Thus, the field can be expanded in modes as

d3k: o
X = \/_ 2n)i akvk + akvk) ) (12.11)

where ay defines the in-vacuum via ak|0m> = 0. We can write down a similar mode expansion,
namely

d3k: o
X = \[ 3/2 bkuk + bkuk> , (12.12)
where by defines the out-vacuum via bk\Oout) = 0, and bL constructs particle states at late times.
Clearly vy, # ug. Thus, the two have to be related as
Vp = QU + Bkuik, (1213)
with the Bogolyubov coefficients oy, and .
(e) Demonstrate that the Bogolyubov coefficients equal

o = [Zout DL = o) D (—iwoutrio) (12.14)
Win T'(=twino)I(1 — iwino)
ou F 1—2 in F ) ou
5, =, [“ou D1 = iwin) T (itwouo) | (12.15)
win T'(tw_mo)'(1 + iw_mno)
Hint: The hypergeometric function o F} satisfies the identities
I'(e)I'(c—a—Db)

2 F1(a,b;c; 2) :F(c — T b)gFl(CL, bja+b—c+1;1—2)
—ap L) (@a+b—c
+ (1 — z)ca? ( )F(<a)F(b) )gFl(c—a,c—b;c—a—b+1;1—z),
(12.16)
2 Fi(a, b ¢;2) =(1 — 2)° "% % Fi(c — a,c — b c; 2). (12.17)

(f) Assume that the field is in the vacuum state at early times. Show that the particle number
density at late times equals

sinh?(7w_nyg) (12.18)

5 sinh (7w, 7o) sinh (7 Woutno).
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Figure 4: Scale factor given in Eq. (12.1).

(a) T plot the scale factor in fig. 4. It starts out flat at @« = a; and ends up flat at a = ao.
The intermediate evolution smoothly interpolates between the two points. The parameter 7y is the
characteristic time scale over which the transition from a; to as occurs.

To interpret the intermediate evolution, we have to keep in mind that the scale factor is given in
terms of conformal time, not cosmological time. To see what is physically happening, we compute the
acceleration of the scale factor in physical time ¢ (derivatives with respect to t are denoted by overdots)

a// a/2

I plot the acceleration of the scale factor during the intermediate evolution in fig. 5. In a nutshell,
the intermediate evolution features accelerated expansion followed by deceleration, resembling cosmic
inflation and subsequent radiation-/matter-dominated phases.

(b) As we computed in exercise 6, the effective mass of a nonminimally coupled scalar in an FLRW

background reads
1
m2g = a [m2 +6 (g — 6) R} : (12.20)

where ¢ is the nonminimal coupling. For the present case, i. e. £ = 1/6, we obtain simply

2 2,2 2| 2 2 1t tanh ;-
mig = a’m” =m* |aj + (a3 — al)Tno . (12.21)
(c) We make the ansatz
6ikx—7jw+n—iw7770 log(2 cosh %)
Vg = . 12.22
As a result, f has to satisfy the differential equation
J Y <w+ +w_tanh i) ey ') (12.23)
Mo Mo sinh® 7L
If we now introduce the new variable
1+ tanh 2L
2= — 0 (12.24)
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Figure 5: Scale factor acceleration with respect to cosmic time as a function of conformal time as given

in Eq. (12.19).

f(z) satisfies Eq. (12.8) with
a=1+4iw_mno, b = 1w_np,

Similarly, for u;, we make the ansatz

6ikx—iw+n—iw, 1o log(2 cosh %)

U =

yielding the differential equation

1+ Tow — wW—

c=1-— iwin’f](].

=0.

g —2i <w+ + w_ tanh 2) g+
Tlo

If we now introduce the new variable

1 — tanh n%
W=,
g(w) satisfies Eq. (12.8) with
a =14 w_n, b =iw_np,

(d) In the limit n» — —oo, the variable z goes to

1 + tanh -
lim z= lim ——— ™ =0
N——00 N——00 2

Similarly, in the limit 1 — oo, the variable w goes to

1 —tanh L
lim w = lim ——— 1% = .
n—00 n—00 2

2 5 9=
o  sinh o

c =14 twouno-

Then, the hypergeometric function in the mode functions v and v equals

oF1(a,b;c;0) = 1.

(12.25)

(12.26)

(12.27)

(12.28)

(12.29)

(12.30)

(12.31)

(12.32)



Thus, for large negative 1 the mode function v, goes like

o . n
ezkx twyn—iw_mno log(2 cosh UO)

U ~ , 12.33
¥ vV 47rwin ( )
no
tkx—iwyn—iw_mno log (e 0 +e "0 )
€
_ , 12.34
v Amwiy, ( )
eikxfi(w+fw_)77 (12 35>
vV 47Twin ’ '
tkx—iwinn
(&
= 12.36
VAaATwi, ( )
Similarly, for large positive n the mode function u; goes like
6ikx—iw+n—iw,no log(2 cosh %)
Up ~ , 12.37
g VAT Wout ( )
n_n
tkx—iwn—iw_mng log (e 0 +e "0 )
(&
= , (12.38)

V 4=7Twout

eikx—i(w+ +w_)n

eikx—iwoum
= (12.40)

VAT Wout
The mode equation has solutions which asymptote to plane waves in Minkowski spacetime with constant
scale factors a; as n — —oo and as as n — oo. It allows for these solutions exactly because for large
negative and large positive 77 the spacetime itself asymptotes to Minkowski spacetime up to an overall
constant rescaling by a; and as, respectively. Therefore, v is suited to describe the asymptotic Minkowski
vacuum at early times, while wu is suited to construct the asymptotic Minkowski vacuum at late times.

(e) Expressing vy, in terms of uy by Eq. (12.13), we have

—i — n
e twqn—iw_no log(2 cosh 710)

A 1 —tanh L
v =™ |y, NZvo 2 F (1 + ww_no, tw-_10; 1 + 1woutNo; %)
TWout
eiw+n+iw,no log(2 cosh %) 1 —tanh L
+ B oFF [ 14 iw_no, iw_no; 1 + iweueno; ————2 | | . (12.41)
VAT Wout 2

Conjugating the differential equation defining the hypergeometric, i. e. Eq. (12.8) function, we obtain
Z(1=2"+ [ = (1+a*" +b)"]f" —a"d" f*=0. (12.42)

Clearly, this differential equation defines the same hypergeometric function with conjugated arguments,
1. €.

oFf (a,b;¢;2) = oFy (a*,b%; ¢ 2%) . (12.43)
Thus, we obtain the equality
. 6*1'&477*1'&)—770 log(2 cosh %) p (1 y i 1 — tanh nio
vk =€ o TwW_1)p, 1W_1o; WoutNo; ——————
k k NZTm 241 7o Tlo 710 9

eiuurn—l-iw,no log(2 cosh %)

v Amwiy,

+ 0Bk

1 — tanh L
o1 | 1 —dw_ng, —iw_no; 1 — iwWoutNo; Tno ) (12.44)



Let’s now see whether we can get the left-hand side into the same shape. We use the first hint
(Eq. (12.16)) to re-express the hypergeometric function in vy as

ikx—iwin—iw_no log(2 cosh -L) . . . h

e 07 | P(1 — iwinno)I'(—twoutno) . . . 1 —tanh
v = , , Fi | 14 iw_ng,iw_no; 1 + tweuny; ———

'“ Viron [ T(—iwsno)D(1 — iwyno) = ot outll?

1 — tanh A\ o I(1 — dwinno) (3 1 — tanh L

o in70) L (iWout o) : : . =

e — Fi| - 1— 1 — Wy, ———— =

+ ( 9 > F(l + iw—ﬁo)r(iw—no) 2471 WMo, WMo, WoutTo 5

(12.45)

The first term is already in the right shape. Regarding the second term, note that we can rewrite

( w ) oo _ o 1og(LT#Q) , (12.46)
. o

:e_woumo log<2mh%> 7 (12.47)

_iout [n+no log(2 cosh %)] _ (12.48)

To flip the phase factor in the second term of Eq. (12.45), we reformulate

1 — tanh 2 w0
( 5 10 > 262iw+n+2iw,n0 log(2 cosh %)e—i(2w+ —Wout )N—1(2w— —wout )Mo log(2 cosh %) ’ (1249>
262iw+7}+2iw, 70 log(2 cosh % ) eiwin [—n+mo log(2 cosh %)] , (1 9 50)
n
2iw4n+2iw_1no log(2 cosh L) —iwinno log [2 czg?l }
=e n’e o (12.51)
_iwinn()
1 4 tanh -
) . 3
:€2zw+77+21w_770 log(2 cosh 0 ) < 5 10 . (1252>

Thus, we can rewrite the second term in Eq. (12.45) as

ikx+iw4n+iw_no log(2 cosh -L) . .
e 0’ T(1 — iwinno) T (iwout o)

VATwy, [(1 + dw_no)I"(iw_mno)

1+ tanh ~inio 1 — tanh
x| ———1 2F1 —iW+770, 1-— iCU+770; 1-— z'woumo; — " (1253)

Vg — QU =

2 2

Now we use the second hint (Eq. (12.17)) to express

1+ tanh 2\ " . ' _ 1 — tanh 2
— oF1 | —iwyimg, 1 —iwino; 1 — iwewtNo; — (12.54)

1 —tanh L
=2 F1 | 1 —iw_no, 1 —iw_no; 1 — iWoutTo; Tm - (12.55)



Thus, after all the mode function can be expressed as
e—’iw+7]—iw77’]0 log(2 cosh %) F(l _ iwinno)r(—iwoutno)
VAaATwi, [(—iw o) (1 — dwy o)

twyn+iw_ng log(2 cosh Tli) F 1 i 1—\ . 1 — tanh I
+€ 0 ( ZwlnnO) (ZWoutno) 2F1 1— iw_no, _Z'w_no; 1 — iwoutno; N .

kx

v =€e'

1 —tanh L
7o
2

o (1 + wWw_no, Ww_o; 1 + 1woutNo;

Varwiy, [(1 + iw_no)T (iw_mno) 2
(12.56)

This is exactly the shape of Eq. (12.44). Therefore, we can read off the Bogolyubov coefficients
ourl—.in P_'ou
[ Fous DO et P (—ioouario) (12.57)
V win T(—iwino)l(1 — iw,mo)
5, = [Fau DO = itiario) U (i) (12.58)
win T'(iw-no)I'(1 + iw_mno)

(f) As usual, we define the number density in the in-vacuum as

nie =V 050 |6 b1 O ) (12.59)
= [l (12.60)

where we used a simplified version of Eq. (8.16). Plugging in Eq. (12.58), we obtain the number density

_wout F(]- - iwin”O)F(iwoutT/O) 2

= 12.61

M o | Tiwono) (L + iw_no) (12.61)

_____sinhi{mo_m) : (12.62)

sinh (7mwinno) sinh(Twouno)
where we introduced the spatial volume V, and used the fact that
b
P(bi)2 = — P(L+bi)2 = —— 12.63
L)l bsinh(mb)’ IT(L+6i)l sinh(7b)’ ( )

for real b.

Exercise 13: Hawking radiation from non-singular black holes — 20pts.

Motivation: Black-hole solutions in GR are singular; it is expected that a more complete (quantum) theory of gravity

can resolve this. We will consider whether reqularity leaves any imprints in the Hawking temperature.

In this exercise, work with the Hayward metric. This is a metric that is not a solution to the
Einstein equations (at least not for an energy-momentum tensor that satisfies the standard energy
conditions). You can think of it as a phenomenological model for black holes beyond GR. The
line-element in Schwarzschild-type coordinates is given by

ds®> = f(r)dt* — f(r)"tdr® — r2dQ3, (13.1)

with f(r) =1-— %, with ¢ a parameter with units of length. All (non-derivative) curvature

invariants remain finite in the limit » — 0, as long as ¢ > 0.

(a) What is the limit ¢ — 07




(b) For spherically symmetric, static metrics in Schwarzschild-like coordinates, the event horizon
is determined by the equation ¢g"" = 0. Find the location of the event horizon. If there is a
qualitative (not just quantitative) difference to the Schwarzschild case, discuss it.

(c) Is the vector & = 0, a Killing vector? If yes, is there a Killing horizon?

(d) Determine the surface gravity for a metric of the form Eq. (13.1) for an unspecified function
f(r); then insert f(r) for the Hayward metric and discuss the difference to a Schwarzschild

black hole.

(e) What are the implications of your previous results for the Hawking temperature of the
Hayward black hole?

(a) In the limit £ — 0, we obtain f =1 — 2GM/r, yielding the Schwarzschild metric.
(b) The condition ¢"" = f(rg) = 0 amounts to the cubic equation

iy 2G M —2G M =0 (13.2)

This equation has two real, positive solutions if ¢ < 4GM/ 3v/3, namely

2 2
r+:§GM(1+QCOSE), r,:§GM (1—COSE+\/§sinE), (13.3)

where = = arccos(1 — 2702 /8G?M?)/3 < /3 as long as ¢ < 4GM/3+/3. The two radii become equal,
i. e. both horizons merge in the limit ¢ — 4G'M/3+/3. In this limit, the black hole is extremal. While we
recover the single Schwarzschild horizon in the limit ¢ — 0, , with limy_,qr, = 2GM and limy_,gr_ = 0,
the Hayward black hole, thus, generally differs qualitatively from the Schwarzschild solution.

(c) We proved on the last exercise sheet that if the metric is independent of a coordinate, the
corresponding vector is a Killing vector. The metric is independent of ¢, so £ = 0, is a Killing vector. A
Killing horizon is a surface where the Killing vector becomes null. Computing the norm of £ and setting
it equal to zero, we obtain

52 = Eug;wgy = gt = f(r) =0. (134)

This is the same equation as the defining equation of the horizon. Thus, the horizon is a Killing horizon.
(d) This is analogous to exercise 10 (d). The surface gravity is defined such that

gyvz/g,u‘ri - ’igu’r:ri‘ (135)
As Killing vector ¢ satisfies the Killing equation
Vén = 0. (13.6)

Therefore, we can express Eq. (13.5) as

y 1
'V E, r=ry = §Vﬂ(€2)|7’:7‘i = —k&ulr=rs, (13.7)
Projecting on some vector V' which is not collinear with £ on the horizon, we obtain

R AN

Wi, (13.8)

r=ri



In order to be able to evaluate this equation, we need coordinates, which are well defined on the horizon,
akin to the Eddington-Finkelstein coordinates in exercise 10 (c). Therefore, we choose

du = dt — dr,, (13.9)

with the tortoise coordinate satisfying dr, = dr/f(r). Replacing the time coordinate with the light-like
coordinate u, the metric reads

ds? = fdu® — 2dudr + r*dQ2. (13.10)
Now we can contract with V' = 0, to obtain
o 2 1
2VeE, |, 2
For the Hayward black hole, we obtain
3 —AGM/? 3 1
k= GMry—= (13.12)

QGME+13)2  4GM 1y’

where in the last equality we used Eq. (13.2). At the outer horizon (r = r,), the surface gravity reads
explicitly

_ 3 (4 2 < 1 (13.13)
M uGM 1+2cos= ) = 4GM’ ‘

where the inequality holds for all £ < 4GM/3+/3, and kg denotes the surface gravity of the horizon of
a Schwarzschild black hole, which is, of course, recovered for £ — 0. Thus, the surface gravity of the
Hayward black hole is lower than that of the Schwarzschild black hole. In total, it interpolates between
the Schwarzschild value k|,—g = ks and K|,_sq, /3v3 = 0. Thus, in the extremal limit the temperature
vanishes, just as it did for the Kerr black hole last week.

(e) The Hawking temperature of the outer horizon of the Hayward black hole reads

K 3 1 3 2 1
2 8GM  2mry 81GM ( 1+ 2cos E) — 8rGM > ( )

where Ty denotes the temperature of the Schwarzschild black hole. Thus, the temperature is lower than
that of the Schwarzschild black hole, and vanishes in the extremal limit, just like for the Kerr black
hole. This has major implications for black hole evaporation: Black hole evaporation is dominated by

the Stefan-Boltzmann law d
dE T4 13.15

where F is the radiated energy. The Schwarzschild black hole increases its temperature while evaporat-
ing, which further increases the energy loss due to evaporation. Hence, a Schwarzschild black hole enters
a vicious circle which only ends when the black hole has fully evaporated which is in finite time. Instead,
the Hayward metric gets closer and closer to extremality, effectively lowering its temperature once it is
small enough. Thus, when the horizon radius of the Hayward black hole becomes comparable to the
regulator scale ¢, its evaporation will slow down drastically. As it is impossible to lower the temperature
of any object to zero by a finite number of steps, the Hayward black hole will never evaporate fully, but
slowly enter an adiabatic stage, becoming a remnant. Note, though, that any physics at the final stages
of Hawking evaporation hinges on concepts derived from QFT in curved spacetime, which is not a good
approximation any more — at the final stages, quantum gravity cannot be neglected.
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Exercise 14: Superradiance

Motivation: Two weeks ago, we learned about particles in the ergoregion. These effects get supercharged once we

talk about fields. This will be an explosive adventure!

Superradiance amounts to extraction of energy from a black hole by perturbing the Kerr geometry.
First, let’s find a thermodynamic argument that makes superradiance plausible in GR. In the last
weeks, we have often encountered the laws of black hole mechanics/thermodynamics. Here, we
need the first law p

oM = Q(SAH + QuoJ, (14.1)

with the change in the area § Ay, the surface gravity s, the angular velocity of the horizon €2y and
the change in the black hole’s angular momentum ¢.J. Besides, we need the second law d Ay > 0.
The perturbation of angular momentum and energy by an incident wave of frequency w and
azimuthal number m reads 5
m
— = 14.2
oM w ( )
(a) Compute the frequency range, within which we can extract mass from the black hole.

Next, we compute this explicitly for a scalar test field. The Klein-Gordon equation for a minimally
coupled massless scalar ¢ on the Kerr geometry is a complicated beast. But there is a surprising
extra piece of information, which allows to simplify it enormously.

(b) Consider the tensor
I = 7“29“,, — 2p21(#ny), (14.3)

where [ and n are null vectors satisfying [#n, = 1. In Boyer-Lindquist coordinates

r2 + a? a r? + a? A a
a 8’,’ _a 9 = —8 - —ar b
A o Car A " L 9p + 2p?

[ —
2p?

Dy (14.4)

Using your favourite symbolic equation manipulation software, verify that K satisfies the
generalized Killing equation

on the Kerr geometry. Such a tensor is called a Killing tensor.

Hint: Do not do this computation by hand unless you really like to grind.
(c) Consider a general Killing tensor &, ,,. .., satisfying the generalization of Eq. (14.6)
v(pkmm.-.un) = 0. (14.6)

Show that given the momentum p* = mu*, with mass m and four-velocity u*, one can
construct a scalar s = K, .., p"'p*? ... pt™, which is conserved on geodesics.




Thus, the Kerr geometry has a hidden symmetry. This symmetry is instrumental in solving the
Klein-Gordon equation because it allows to construct a hermitian derivative operator which com-
mutes with the d’Alembertian, namely V,K*'V,.% As a result, one can simultaneously diagonalize
the operators O, K*V,,, R*V,, (here we use the notation of exercise 11) and V,K*'V,,.
Therefore, it does not come as a surprise that the Klein-Gordon equation on Kerr can be brought
into the form

2 | ,2)2 AGM
{m — a*sin® 9] O}V + ¢ arat&ﬂ/

A A
+ a_2_ ! U — B(A(’?\IJ)——G( 00yV) = (14.7)
A sinZ0| ¢ sin egsm o ’

(d) Show that Eq. (14.7) is separable: Making the ansatz

U = 21 dwe™“te™?S(0) R(r) (14.8)
s

show that the radial part satisfies the scalar Teukolsky equation

d dR
A— VR =0, 14.9
i ( i > * (14.9)
with , ,
V= w(r” + aA) — am] — a2w? + 2amw — Ay, (14.10)
and where Ay, are the eigenvalues to the equation
1 d ds m?
0— 2w? cos® § — Apn | S =0. 14.11
sing do (Sm d9> <“ WIS Gnzg T )S 0 (14.11)

For example, for small aw the eigenvalue becomes Ay, = €(¢ + 1).

Hint: In order to get the conventional shape of Ay, we aim at here, you may transform
O-dependent parts in Eq. (14.7) into combinations of constant and #-dependent terms us-
ing trigonometric identities, and shift the constant contributions into the radial differential
equation.

(e) Introduce the tortoise coordinate we already know from earlier assignments

7 e g
A

dr, = dr. (14.12)

Recall for later that r, — —oo as r — r,, while r, — 0o as r — oco. Find a redefinition
R(ry) — (ry) such that Eq. (14.9) becomes a Schrodinger-like differential equation

1/}”(7"*) + Vefﬂ/)(r*) =0, (14'13>
with the effective potential
A 2 2 2.2 2 2 2\21/
%H:m[(QT —CL)A—Q’T’(’T’ ‘|‘a)+(7ﬂ +a)V} (1414)




Consider a scattering experiment with a monochromatic wave. The boundary conditions for such
an experiment have to be set at the outer horizon r — 7., and at infinity, i.e. r — oo. At
infinity, there is an incoming wave with amplitude Z and a reflected wave with amplitude R. At
the horizon, there is only a transmitted wave, i. e. one that enters the horizon with amplitude 7
because the horizon is a one-way surface.

(f) Show that Eq. (14.13) at the boundaries (r — 74, i. e. r, = —00 and r — 00, i. €. T, — 00)
allows for the solutions

—ikurs _
W~ {T@ Ty — —00, (14.15)

Te ™ + Re™™  r, — 00,

where ky = w — mSQy with, again, the angular velocity of the horizon Qy = a/2GMr,.

(g) As the potential is real, the complex conjugate of Eq. (14.30) is a linearly independent
solution of the equation of motion. Then, the Wronskian of ¢ is independent of r,. Use this
fact to compute that

k
IR1? = |Z? — 2T (14.16)
w
(h) The energy flux at infinity reads
dE,  w? ., dE; w?
= = —|Z 14.1

where FE,,; and E;, stand for ingoing and outgoing energy. What happens if w < mQy?

(i) Bonus Sci-fi-question: What happens if we surround the black hole by a perfectly reflect-
ing (and extremely durable) mirror and send in an initial wave of frequency w < Qy? Not
without reason, this is called a black-hole bomb.

“Note that K being a Killing tensor is a necessary but not a sufficient condition for V,K*”V, to commute with
the d’Alembertian. It also has to be compatible with the curvature on the geometry, which K on Kerr actually is.

(a) Plugging the angular momentum into the first law of black hole mechanics

KR (SAH
M= ———F—. 14.18
Mass is extracted if 0M < 0. As 0 Ay > 0, mass extraction therefore requires w < mfly.
(b) See ancillary Mathematica notebook.
(c) The time derivative along a geodesic equals d/dT = u*V,, (here 7 is the affine parameter along
the curve). Thus, the time derivative of the scalar reads

dp:ul

Ak, P P2 P - v
A =MV ke )P PP D K i) . pt2.optt =0, (14.19)

dr

where in the last equality we used Eq. (14.6) and that test particles on geodesics follow unaccelerated
motion, i. e. dp*/dr = 0.


https://www.nature.com/articles/238211a0

(d) Plugging in the ansatz, Eq. (14.8), we obtain

2 2\2
L [v o) _azsm} | 4GHar

2 17 , ..,d[. dR 1 d ds
S oS (ASE)  (smo<2) =o. 14.2
{A SinQG]m R dr< dr) Ssind do (Slned(a) (14.20)

Observe that terms depending on 6 and r appear separately, never mixed. Hence, we can separate these
variables: The contributions to the Klein-Gordon equation dependent on r have to be constant and so
have to be the contributions dependent on 6 to cancel each other for all values of the variables. Thus, we
set the contributions dependent on r equal to the constant Ay,,. Then, those contributions dependent
on # have to be equal to — Ay, for the Klein-Gordon equation to be satisfied.

As suggested in the hint, we write sin?# = 1 — cos?f in the first line and shift the constant bit to
the differential equation for R. Thus, for R, we obtain

d Ad—R 2 (r*+a*)?  &*m*  , , 4GMar
dr dr

mw

A + A a‘w AW Agm:| R=0. (14.21)

We can rewrite this equation as

d dR
(A
dr < dr) +

Plugging in the definition of A, we obtain

2

[(r* + a*)w — am) N 2amwr2 —2GMr +a* 2o’ - A,

A A

R=0. (14.22)

d dR [(r2 4 a?)w — am)’ 5 9
— | A— 2 — —A = 0. 14.2
T ( dr) + A + 2amw — a"w m| R=0 (14.23)
Apart from that, for the differential equation for S we obtain
— — — A = 0. 14.24
sin § d6 (Smed9> * <a wreos™d sin® 0 + A | 5 =0 ( )

(e) In terms of the tortoise coordinate, the derivative part of Eq. (14.9) reads

d dR\ r+a* d s o dR

(*+a?* PR, AR
A dr2 dr,’

(14.26)

To obtain a Schrodinger-like equation, we have to eliminate the first-derivative term. Indeed, if we
redefine ¥ = v/r? + a?R, we obtain

r? +a?)?d’R dR r? + a?)3/?
: A)dﬂ”TE:( A) Wit

(2r? — a®)A — 272 (r% + a?)
(a2 + 12)5/2

n (14.27)

The Schrodinger-like equation Eq. (14.13) follows immediately.
(f) At the horizon A = 0, so terms proportional to A can be neglected. The surviving terms in the
effective potential given in Eq. (14.14) read

am

2
— 2 _ 1.2

V;zf'f’r:m_ = (w -



Thus, as » — r, the field ¢/ behaves like a plane wave with frequency ky.
At large r, we can neglect terms at higher than zeroth order in 1/r, and we have A ~ r?. Thus, the
effective potential reads

Vogg = w?, (14.29)

implying plane wave behaviour at infinity with frequency w.
Thus assuming that the horizon is a one-way surface, we obtain

—ikHT* —
p T e (14.30)
Te " 4 Re™™  r, — 0.
(g) The Wronskian of ¢ and ¢* reads
dy* dy
) = — " 14.31
W) =v G- vt 3 (14.31)
On the horizon, the Wronskian becomes
W, ") = 2|T Pikn, e = —00, (14.32)
while at large r,, we obtain
W (3, ") = — 2i|R|*iw + 2iw|T|?, T — 00. (14.33)
Thus, constancy of the Wronskian imposes the condition
k
R = TP = T (14.34)
(h) Using Eq. (14.16), the outgoing energy flux satisfies
dEout w2 2 kH 2 dEl k:Hw 2
— 2 [z 2 — _m M7 . 14.
= iz - ) = S - By (1435)
If w < mQy, we have kg < 0. This immediately implies that
dE'ou dEin
L > (14.36)

dt dt ’

1. €. net energy is extracted from the black hole.

(i) As the outgoing wave from the black hole has the same frequency as the incident wave, when
reflected back by the mirror it will produce another, further amplified outgoing wave and so on. Like
the Penrose process, this process decreases the angular momentum of the black hole, 7. e. it decreases
the angular velocity of the horizon Q2y. Thus, it will do so until w = m{y, where the energy extraction
stops, and the whole system equilibrates. As we can, in principle, choose w to be arbitrarily small (which
requires making the mirror arbitrarily large), similarly to the Penrose process, one can basically reduce
the angular momentum of the black hole to zero this way, releasing the same amount of energy (29% of
the initial black-hole mass). Now imagine, the mirror breaks or is made to disappear at the very end
of the process. This would release all of this energy at once, i. e. for Sagittarius A* if it was extremal
~ 0.25% of all energy that all stars in the galaxy will emit during their whole lifetime. Sounds like a
galaxy-sized nuke, doesn’t it?



Exercise 15: Superradiance in analogue systems

Motivation: Last time I checked, we couldn’t send waves to black holes and pick up the amplified reflected waves.

But we can see the effect already in a draining bath tub. Here’s how.

The idea of analogue gravity is to study the effects of fields on curved spacetime in more accessible
systems realizable in a lab. An example is water going down a drain. Similar to a black hole, the
speed required to avoid falling down the drain exceeds the sound speed of the liquid such that
perturbations experience an effective horizon. Here we try to derive the effective curved-spacetime
Klein-Gordon equation these perturbations satisfy.

We describe the fluid by a velocity potential ® in terms of which one defines the velocity field
7= —Vo. Besides, the fluid has vanishing viscosity and a barotropic equation of state p(p)
relating pressure p and density p, and the evolution is adiabatic, i. e. slow enough for the system

to remain in local equilibrium. Then, the fluid satisfies the continuity equation
Bp + V(pt) =0 (15.1)
and, absent external driving forces, the Euler equation
2 d
—90+ =+ [ Lo (15.2)
2 p

(a) Assume p = pg + €p1, U = Ty — eﬁgzﬁ, ® = &y + ep, where € < 1. Obtain the linearized
continuity equation

8ip1 + V(p1% — poV ) = 0, (15.3)
and the linearized Euler equation
O —Ty-Vo+ 2P =, (15.4)
Po

with the background speed of sound ¢ = dp/dp|,—,-

(b) Use Egs. (15.3) and (15.4) to obtain the differential equation for the perturbation
8,5 <cs_2p0(8t¢ + 170 : 6¢)) - 6 . [p0§¢ - CS_2p01?0(8t¢ + ’170 : 6@5)} =0. (155)

(c) Show that this equation can be equivalently obtained as the curved-space Klein-Gordon
equation derived from the metric
ds? = 22 [2de? — (d7 — Godt)?] . (15.6)
Cs
(d) As an example, consider a fluid in 2+ 1 dimensions with constant ¢; and a background-fluid
velocity (in terms of polar coordinates r and ¢)

A B
Up = ——¢€ _", 15.7
Vo 7“6 4 red) ( )

where A, B are constants characterizing the direction of the flow. Here, we assume that
A, B > 0 such that the fluid is moving inward with an additional clockwise rotation, thus
mimicking a rotating black hole. For example, water in a draining bath tub flows this way.

Show that the resulting metric reads

A\ B \?
ds? = 2dt* — (dr + ?dt) — (rdqs — 7ohf> : (15.8)




(e) Show that the resulting geometry has an ergosphere at radii below

VA + B2
s = e (15.9)
Cs

and a sound horizon at

TH =

A
- 15.10
£ (15.10)
(f) There is an ergoregion outside the sound horizon. What happens if you introduce a pertur-

bation of sufficiently low frequency at the outer boundary of the experiment? What could

the "sufficiently low frequency" be precisely? Think about your answer, then check out this
link.

(a) At first order in e, the linearized continuity equation, Eq. (15.3), follows immediately from
Eq. (15.1). To obtain Eq. (15.4), we need to take a closer look at the specific enthalpy
— dp _ / _ b
h(p) = | ——= = h(po + ep1) = h(po) + ep1h'(po) = h(po) + e—, (15.11)
p(p) Po
where py = p(po). At the same time, Taylor expanding p(p) fixes p1 = ¢Zp1, where ¢Z = dp/dp|,,.
Therefore, we obtain

2
h~ h(po) + e=LL. (15.12)
Po
This immediately implies Eq. (15.4).
(b) We first solve Eq. (15.4) such that
Po S =
=5 <8t¢ + 0o - th) : (15.13)
Plugging into Eq. (15.3), we obtain Eq. (15.5).
(c) The inverse of the metric has the components
i __ 1 , git — Ué ’ glj — Uévg — 035” ) (1514)
CSpO CSpO CspO
The determinant of the metric equals g = —p3/c2. Thus, the d’Alembertian reads
1
O¢p =——=0,, (V—99""0,9) , 15.15
=50 {p_g (@(ﬁ—l—ﬁo : %ﬂ + 5V { (vo((?t(b—l—vo Vo) — c2v¢)} (15.16)
Po Cs pO Cs
Finally, the Klein-Gordon equation [l¢ = 0 can be expressed as
@ |:C £o <8t¢ + U() V(ZS)} [pOng - C p(ﬂ)o <(9tgz§ + Uo ng)} (1517)

which is exactly Eq. (15.5).
(d) To get to polar coordinates, we transform x! = rcos ¢, % = rsin ¢. Writing 7y = vjé, + vg’€¢,
we can express the metric as

ds? =2 [c?dt2 (dr® — vodt) — (rd¢ — v3d )2} : (15.18)

Cs


https://inspirehep.net/literature/1504934
https://inspirehep.net/literature/1504934

Plugging in for vj and vg, we obtain Eq. (15.8).

(e) An ergosphere is a region where the timelike Killing vector becomes spacelike. The boundary of
the ergosphere is defined where the norm of the timelike Killing vector becomes zero. Thus, at r = g,
the vector K = 0, is null. In other words

o= |2 () - ()
ttir=rog — s |\ — -\ —
g ToE ToE

This equation has one positive solution namely Eq. (15.9).
At the horizon, the absolute value of the radial velocity is as large as the speed of sound, similarly
to the escape velocity on the horizon of a black hole being the speed of light. Thus, we set

A
[0y = — = s, (15.20)
TH

= 0. (15.19)

which immediately implies Eq. (15.10).

(f) Provided the frequency is small enough, the wave is going to get amplified when it is reflected.
Thus, there is going to be superradiance exactly as we derived it in the preceding exercise. The paper
linked on the sheet is the first observation of this process in a lab, indeed done with a draining bath tub.

To find out what the “sufficiently low frequency" is, we have to compute the angular velocity at the
horizon Q. Since the angular motion of the fluid defines the frame-dragging at the horizon, Qy is simply
the angular velocity of the fluid at the horizon, i. e.

Oy = 22 B

= —cC. 15.21
Y =5 (15.21)

By analogy with the result in exercise 14, low frequencies are now w < mBc?/A?, where m denotes the
azimuthal wave number.
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Exercise 16: Euler-Heisenberg Lagrangian

Motivation: Strong background fields can induce higher-order corrections to QFT. Here, we will find this result

already in QED at one loop.

The QED partition function on a flat background reads
Z = / DADYDrpedaED (16.1)
with the QED action
SqEp = / [—F+¢ (ip —m)y]. (16.2)

Here, F = F,,F* /4, where F,, is the field-strength tensor of the gauge field A,. Besides, )
denotes the covariant Dirac operator involving the covariant derivative

D, = 8, —ieA,, (16.3)

and e and m are the charge and the mass of the (Grassmann-valued) fermion v, respectively.
We want to compute the one-loop effective Lagrangian for constant F},, by integrating out the
fermion. For constant field strength, the effective Lagrangian is related to the effective action as

r[A] = / dzLog(F) = VLo (F), (16.4)

where V' denotes the spacetime volume.

(a) At one-loop order, we can treat the electromagnetic field as a nondynamical background,
and integrate over the fermion field. Define the effective action I'[A] for the background field
A as

7 = /DAe’T[A]. (16.5)
Show that the resulting one-loop correction to the effective action reads
TW[A] = —ilogdet(ilp — m). (16.6)

Hint: Without gravity, constants in the effective action, even if they are infinite, do not
contribute to the physics, and can be neglected. You can do this in every part of this exercise.

(b) As it is simpler to compute determinants of scalars, let’s rewrite the determinant. Show
that we can express the one-loop contribution to the effective action as

T[4 = —% log det(I3” + m2). (16.7)

Hint: Assume that the operator iI) — m is hermitian.




To simplify the problem, we use the proper-time representation of the effective action by expressing
the Logarithm as (this works for hermitian)

log O = —/ 9 e=i50 4 const. (16.8)
0

S

(c) Demonstrate that the proper-time representation of Eq. (16.7) reads

TM[4] = % / %e-“m%r (e-islf). (16.9)
0

Thus, this exercise comes down to computing the trace of the operator U = e~*% with the
analogue of a Hamiltonian ,
H=1". (16.10)

(d) Show that
H=D?+ SFWUW = Hyn + Hypin, (16.11)

where o = i[y*,+"]/2, and Hy, and Hgpi denote the kinetic term and the spin interaction.

The purpose of this exercise is to compute the trace for F),, =const. Then, the spin-interaction
Hamiltonian commutes with the kinetic term. Then we can write

tr (e7*H) = tr (e7*Hin) gr (e7*Horimn) | (16.12)
(e) Show that |
tr (e_%FW"W> = 4 cosh(esa) cos(esb), (16.13)

where

2=\ +G—F, B=+F2+G+7F, (16.14)
where we defined G = "’ F),,F,, /8.
Hints:

e Hg,, is position independent, so what do we have to trace over?
e On the way, derive that (Fo)? = 8(F + i7°G). You can use the fact that
{c"", 07} =2 (g“pg”" —g"Pg" + i756’“’p") , (16.15)

and that (%)% = 0 and try° = 0.

e The result of the trace has to be Lorentz invariant. Are there any Lorentz invariants
which contain odd powers in F),,7

Time for the last step. The trace of Hy;, are best computed in Euclidean signature and afterwards
analytically continued back. This amounts to the transformation ¢t — —ixq, 0; — 10y and Hy, —
—iHy;,. Thus, we transform

tr (e7*Hiin) — tr (e75Hn) | D?* =0 D,D, — —6apDaDp = —(D4)?, (16.16)

where indices A, B are four-dimensional Euclidean indices. Note that raising and lowering of
indices is not required in Euclidean signature




(f) Show that the operator Hyi, can be split into two commuting operators Hyiy o and Hy,p by
an orthogonal transformation such that

i (@) =t (@ e )t (@ ) (16.17)
Hints:

e Antisymmetric matrices, like Fl45, can be put into Darboux-form, i. e. into non-mixing
2-by-2 antisymmetric blocks, by an orthogonal transformation.

e Use without prove that in four dimensions and in Fuclidean signature, the matrix
F,,F? has the eigenvalues —a® and —b?.

o If Fyp =const, we can express the gauge field in a Landau-type gauge (show that!),
where

A = axodzy + brodas. (16.18)

An operator trace formally amounts to a sum over all eigenvalues of an operator, including the
multiplicity if the operator has degenerate eigenstates, namely

tr (™M) =3~ My ,em*Fin, (16.19)

where the Ej, are the eigenvalues of Hyi, s, and M, is the multiplicity of eigenstate |Ey,,) for
I = a,b and n can collectively stand for different quantum numbers. Note, though, that operators
can have continuous spectra.

(g) Compute the eigenvalues of Hyiy, 1.

Hint: You can reduce the problem to that of a one-dimensional quantum harmonic oscillator.

(h) There is something fishy going on with these eigenvalues. What is the multiplicity?

Don’t despair! We have seen this kind of infinity before. Recall that we want to obtain the
effective Lagrangian — not the effective action. Let us, for the moment, put our theory into a box.
What we found is that the multiplicity scales with the side length fo that box.

The number of allowed values of k provides the multiplicity but & also shifts the centre of motion
of the harmonic oscillator. Put the two two-dimensional systems into quadratic boxes of side
length L positioned such that the edges are at (z,z;) = (0,0) and (2o, 1) = (La, La) as well as
(x2,23) = (0,0) and (x9, x3) = (L, Lp), with periodic boundary conditions. As a result, the whole
theory is confined to a hypercube of box length L

(i) Estimate the number of states at fixed n, i. e. My,,. by requiring that the centre of motion
for allowed k has to be inside the box. You should obtain

e
My, =<2 (16.20)
2m
This appears to be sleight of hand, but is actually exact in the limit L — oo that we will take
in the end. Why? Hint: To answer the "why"-question, consider that v is the eigenfunction

of the one-dimensional harmonic-oscillator Hamiltonian with shifted centre of motion.

(j) Show that

e*ab
tr (e7Huint) = 16.21
g ) V(47T>2 sinh(esa) sinh(esb)’ (16:21)

where V = L* is the volume of the hypercube.




(a) Treating the gauge field as external field, we can write

Z = / DAe' ( / prweifz¢<i¢—m>¢) : (16.22)
with the classical (i. e. tree-level) action S = — [ F,, F*” /4. The involved integral is Gaussian an can
be solved explicitly, yielding

/ DyDypet o VP — N det (i) — m), (16.23)

where we introduced some (infinite) normalization constant A". Thus, the effective action satisfies
T = SN det (i) — m). (16.24)
Thus, we obtain for the effective action
['[A] = Sq —ilogdet(il) —m) —ilog N. (16.25)

Neglecting the infinite constant N — constants, even if they are infinite, are irrelevant to the effective
action in the absence of gravity — we obtain the one-loop correction

ITW[A] = T[A] — Sq = log det(i]) — m). (16.26)

(b) As the operator iI) —m is hermitian, we can re-express the logarithm of its determinant the sum
of itself and its hermitian conjugate, namely

1
log deti(1) —m) =3 [log det (i) —m) + log det(—ilp) — m)], (16.27)
:log[det(zlﬁ —m) det(—il) —m)] (16.28)
2 ’ '
2 ’ '
_logdet(B” + m?) (16.30)
2 ' '
Thus, we obtain .
4] = _%log det(* + m?). (16.31)
(c) Using the fact, that for any operator logdet O = trlog O, we can rewrite
r[A] = — %tr log(1p* + m?), (16.32)
zitr/ ge_“m%m% + const, (16.33)
2 Jo s
) > d L4 -
:3/ 83 mism?yy (e_mp ) + const. (16.34)
2 /)y s

(d) We have
Hspin :7#7y<8“ — Z.GAH)<8V — Y:GAZ,),
(" —io")(0, — ieA,) (0, —ieA,),
(0 —ieA)® — eatd,A,,
(0 —ieA)® — ga“l’F

iz

16.35
16.36
16.37

16.38

o~ o~ o~
~— — — —



where we used that o*” is antisymmetric in its indices. SIGN WRONG?!
(e) The trace that we have to compute is solely in spinor space. First, we expand

tr (e_%SFWUW> _ i (4;5)”11 [(Fo)"]. (16.39)

n!
n=0

As the resulting expression is local and Lorentz invariant, it cannot depend on odd powers of the field
strength — a Lorentz invariant, local operator of odd power in field strength does not exist. Therefore
tr[(c F)*" ] = 0 for integer n. Therefore, we can write

tr (6_%5 W"W> = ; (Eg:;' tr [(Fo)*]. (16.40)

Next, let’s compute (Fo)?, which we can express as

(Fo)? =F,,F,,0" ", (16.41)
:%FWFM{UW,UPU}, (16.42)
=2F,, F" + iy’ F,,F,,, (16.43)
=8 (F +1i7°G) . (16.44)

Thus, the kinds of traces, we have to take are
tr[(Fo)] =8™tr[(F +iv°G)"], (16.45)

n .
—8" mzzo (m) tr [F"(iy°G)™] . (16.46)
Now we use the hints on ¥° to arrive at
2o

tr[(Fo)?] zsnmzzo (2m> [F2m(iG)*™ ] tr[Laxal- (16.47)

This is a binomial sum where all the odd powers of iG are projected out. Thus, we obtain

tr[(Fo)*"] = [124*4] 8" [(F +1G)" + (F —1iG)"] . (16.48)
Thus, with tr[l4x4] = 4 the whole sum becomes
oo (—Bies
tr( — & F ot ) 22 ( ) (F+i9)" + (F —iG)"], (16.49)
—2 [cos (62 (f+zg)) + cos (% SF-19))] - (16.50)

Using the definitions of @ and b, we obtain

VFxiG ==+ E (ia Fb), (16.51)



such that

tr <e_i675FW"W> =2 [cos (es(ia — b)) + cos (es(ia +b))], (16.52)
=4 cosh(esa) cos(esb), (16.53)

where we used a trigonometric addition formula in the last equality.

(f) F4p is an antisymmetric matrix also in Euclidean signature. Any antisymmetric 2n-by-2n matrix
can be brought into block diagonal form by an orthogonal transformation, where the n blocks are
themselves 2-by-2 matrices. This block-diagonalization amounts to diagonalizing the square of the
antisymmetric matrix. Then, nontrivial entries of the resulting 2-by-2 blocks are the eigenvalues of that
square of the antisymmetric matrix.

As the background is four-dimensional Euclidean space, i. e. symmetric under O(4)-transformations
aka 4D rotations, we are allowed to compute eigenvalues in such a frame. Then, the field strength
splits the tensor into electric and magnetic fields. The values in characterizing the 2-by-2 blocks are the
eigenvalues of Fy5Fpc, namely —a? and —b? (see hint). Consequently, we can express the field strength
as

0
—a

0

0

Fap = (16.54)

o O O Q
o O O
o ot OO

—b

Indeed, if we choose the Landau-type gauge given in Eq. (16.18), we obtain this form of the field strength
from

F,, = 04Ap — 0pAa. (16.55)
Thus, after the orthogonal transformation and in Landau-type gauge, the operator Hy;, reads
Hyin = Hyina + Hiinyp, (16.56)
where
Hygna = (—i00)? + (—i0y — eawy)? (16.57)
Hyinp = (—i0y)* + (—i05 — ebxy)” . (16.58)

As these two Hamiltonians commute with each other, we can trace over them independently and split
their appearance in the exponent such that

tr (e_SHki“) = tr (e_s(Hki“’AJeri“vB)) =tr (e_SHki“vA) tr (6_5Hki“v’3) . (16.59)

(g) The eigenvalue problem of the Hamiltonians Hy,; (hereafter I = a,b) defines two Landau-
level systems in Landau gauge (i. e. charged particle in a constant background magnetic field). Their
dependence in z; and x3 is only through derivatives. Thus, we can express the eigenfunctions of the
Hamiltonians as

wa(iUo, 951) = eik“m?ﬁa(ﬂﬂo), wb(xzﬁs) = eikbx‘?’?;b(%), (16-60)

with the continuous quantum number k, and where the ; are defined such that H;¢; = Ep;. As a
result, the Hamiltonians become

Hkin,al/_}a = [<_280)2 + (ka - 6(1213‘0)2} waa (1661>

Hkm,bd_)b == [(—262)2 + (k‘b - 6bl‘2)2] ¢b' (1662)



These two Hamiltonians describe harmonic oscillators whose centre of motion is shifted with respect
to the origin by an amount which depends on the quantum number k. This shift cannot be translated
away, because we cannot make sense of coordinates which depend on the state of a system, namely
the value of k. For the spectrum of the Hamiltonian, the position of the centre of motion is irrelevant,
though. To get the spectrum in the correct units, let us define dimensionless coordinates y, = /eax
and y, = Vebz, to bring the Hamiltonians into canonical form (recall I = a,b)

Hyn, 11 =€l [(_iayI)Q + (yr — yl,c)z} Ui, (16.63)

where y; . = kr/Vel. As a result, we can read off the eigenvalues as the eigenvalues of a one-dimensional
harmonic oscillator, namely

1
Ekin,],nl = 2el (n; + 5) . (1664)

(h) The problem is two-dimensional, but there is only one quantum number in the eigenvalues. The
other quantum number, k, only appears in the position of the centre of motion. Thus, the multiplicity
is infinite.

(i) In a box of length L the eigenvalues of the operators —i0; and —id; are quantized as

2mmyg

iy = = (16.65)

where m; is a new discrete quantum number,i. e. a (possibly negative) integer. That’s just the free-
particle-in-a-box problem we all know and love/hate. The dimensionful position of the centre of motion

1S
Yre _ ki 2mmy

.= == = _ 16.66
e = el el elly (16.66)
To not shift the centre out of the box, m; has to satisfy
0< 2mmr (16.67)
Tre = <Ly )
<z, oIL, I
Thus, we have
el L?
0<my < —L. 16.68
Smy = o ( )
As my is an integer, we can basically have
112
Min ==L +0(1) (16.69)
s

states in the box in any level n. In the limit L; — oo, we can neglect the order-one contribution. Thus,

in the box we obtain the multiplicity

el [?
My, = , 16.
= (16.70

which is independent of n.
Why is this an accurate state counting when L — co? Harmonic-oscillator eigenstates always contain
a Gaussian

(w1-vr1,0)° B (z1,3-21,0)2

roce 7 =e (16.71)




Thus the standard deviation of the states in comparison to the size of the box get smaller and smaller
with increasing L as
A.Z'Lg V el

= — 16.72
o V2L (16.72)
i. e. they are extremely sharply peaked for large L. We can safely count a state as allowed if the boundary
loss is negligible, i. e. if
/ W] <e (16.73)
m1’3§§[0,L}

for some small fixed number e. We can safely count them as not allowed if they are positioned almost
exclusively outside of the box, . e. if

/ on Y >1—e (16.74)
x1,3 07

The only states that we cannot be sure about are those which satisfy neither of these two inequalities.
But as the states are sharply peaked for large L (i. e. there standard deviation is independent of L),
however small the value of € is one chooses to work with, the number of states we are not sure about
always scales as O(1). As we already discussed above, the multiplicity given in Eq. (16.69) goes like
M, o L?. Thus, order-one corrections are negligible in the limit L — oo, and the number density we
computed is exact.

(h) We have to sum the eigenvalues, i. e.

tr (e7*omr) =3 " My e, (16.75)
n=0
N
= Y erzest(nrd), (16.76)
n=0
6[.[/2 —sel - —2seln
== e ; e , (16.77)
€[L2 eesl
_ 16.
2 eZesl — 1’ (16.78)
elL?
_ . 16.79
4 sinh(es[) ( )
Thus, in total we obtain
tr (e_SHki“) =tr (e_SHki“v“) tr (e_SHk‘”*b) , (16.80)
e?abL*
_ 16.81
(47)? sinh(esa) sinh(esb) ( )
2
—v ¢ab (16.82)

(47)2 sinh(esa) sinh(esb)

In total the Lagrangian reads (NEED WICK ROTATION)

F(I)V[A]) _ 5.4 e?ab sinh(esa) sinh(esb) (16.83)

Leg = li Se
i Vl—rgo( L (4m)% 4 coshesa cos esb.



