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Outline
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Likelihood function
Gauss:

√
−2 logLGauss =


s − (s̃ + σtheo)

σsys,s
for σtheo < s − s̃

0 for σtheo > |s − s̃|
s − (s̃ − σtheo)

σsys,s
for σtheo < s̃ − s

SFitter
Algorithms:

Weighted Markov chain

Cooling Markov chain (∼ simulated annealing)

Modified gradient fit (Minuit) [Lafaye, Plehn, MR,Zerwas]

Grid scan [Eur.Phys.J.C54:617-644,2008, [arXiv:0709.3985 [hep-ph]]]

Nested Sampling [Skilling; Feroz, Hobson] [JHEP08(2009)009 [arXiv:0904.3866 [hep-ph]]]

Errors:
three types:

Gaussian – arbitrary correlations possible
(→ systematic errors)
Poisson
box-shaped (RFit) [CKMFitter]

assignment as in exp. studies

adaption to likelihood input easy

Output of SFitter:

fully-dimensional log-likelihood map
one- and two-dimensional distributions via

marginalization (Bayesian)
profile likelihood (Frequentist)

list of best points
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M. Rauch – Higgs Fits Advances in Computational Particle Physics Sep 17, 2014 19/17

Poisson:

LPoiss,d =
P(d |d̃)

P(d̃ |d̃)
=

d̃!

d!
d̃d−d̃

Combination:

1

logL =
1

logLGauss
+

1

logLPoiss,d
+

1

logLPoiss,b
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Dark Matter

Boltzmann equation:

dNχ
dt

= Γ(f f̄ → χχ)− Γ(χχ→ f f̄ ) + Γother

Freeze-out:

Relic density:

Ωh2 =
ρ

ρcrit
h2 ≈ 2.510−27 cm3

sec

< σannvrel >
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SUSY

• Symmetry connecting fermions and bosons

• Hierarchy problem

• Dark matter candidates: neutralino, sneutrino, gravitino

• gauge coupling unification

SM Particle (R=+1) SUSY Partner(R=-1)
Names Gauge ES Mass ES Gauge ES Mass ES

neutralinos
W 0,B0 Z 0, γ W̃ 0, B̃0

χ̃0
1, χ̃

0
2, χ̃

0
3, χ̃

0
4H0

u ,H
0
d h01, h

0
2,A

0
1 H̃0

u , H̃
0
d

charginos
W± W± W̃±

χ̃±
1 , χ̃

±
2H+

u ,H
−
d H± H̃+

u , H̃
−
d
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Annihilation channels I

h/A/Z

χ0
1

χ0
1

q̄/l̄

q/l

(a)

χ±
1

χ0
1

χ0
1

W±

W±

(b)

q/l

q̃/l̃

χ0
1

q/l

A

(c)
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Annihilation channels II

process channel σv

χχ→ A→ qq̄ s-channel cλ4
m2

χ

(M2
A−4m2

χ)
2

χχ→ h→ qq̄ s-channel cλ4
v2m2

χ

(M2
h−4m2

χ)
2

χχ→ Z → qq̄ s-channel cλ2
[
λ2
qZax

m2
q

M4
Z

+
v2(λ2

qZax
+λ2

qZv
)m2

χ

3(M2
Z−4m2

χ)
2

]
χχ→ χq̃q̄ → qq̄ t-channel cλ4

(mq+mχ)
2

(M2
q̃−m2

q+m2
χ)

2

Table: Examples for simplified annihilation cross sections expanded in
powers of v2 assuming Majorana dark matter and light final states.
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Annihilation channels III

Illustration of the velocity dependence
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Figure: Inverse relic density (dashed, left axis) and annihilation rate in the
GC (solid, right axis) for an MSSM parameter point where the
annihilation is dominated by χ0

1χ
0
1 → bb̄.
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The Fermi LAT spectrum
γ ray spectrum from the galactic center observed by Fermi LAT
[arXiv:1511.02938]24 Fermi–LAT Collaboration

Figure 18. Same as in Figure 13, but with the spectrum of the NFW profile
modeled with a power-law per energy band over the 1 � 100 GeV range.
The envelopes include the fit uncertainties for the normalisation and spectral
indices.

through the line-of-sight to the GC.
The IEM fitting interior to the solar circle uses the tangent

ranges for positive and negative longitudes to obtain parame-
ters for the annuli 2 � 4 (Table 5). To examine the effect of
the azimuthal averaging, fits to the tangent ranges were made
for positive and negative longitudes to gauge the difference in
the parameters for the IEMs obtained when considering each
separately. The scaling factors for annulus 4 obtained when
fitting negative and positive longitude ranges were statistically
consistent 28 with those found when fitting both ranges com-
bined. For annuli 2 and 3 the fits to the positive and nega-
tive tangent longitude ranges result in scaling parameters that
differ by factors up to ⇠ 2 from each other, which is well
beyond the statistical uncertainty; the average value obtained
by fitting both tangent ranges together is approximately in-
between for the intensity-scaled IEMs over annuli 2 and 3.
For the index-scaled IEMs the spectral parameters are harder
or softer than the average when using the positive/negative
tangent ranges individually for annuli 2 � 4. However, there
is no clear trend and the over/under-prediction is not confined
to a particular energy interval.

The uncertainty for the IEM fore-/background flux toward
the GC due to the azimuthally averaged IEMs is difficult to
quantify precisely. A minimal estimate can be made from the
statistical uncertainty for the annulus 4 ⇡0-decay flux for each
IEM, because the fit results for the combined tangent ranges
are within these uncertainties when fitted to the positive and
negative ranges individually. Above 1 GeV this is ⇠ 4⇥10�8

ph cm�2 s�1 for the 15�⇥15� region about the GC across all
IEMs. This is comparable to the fitted flux from annulus 1
⇡0-decay or the TS < 25 point sources over the same region.

Any analysis employing the Galactocentric annulus decom-
position for the gas column densities is subject to the loss of
kinematic resolution for sight lines within l ⇠ ±12� of the
GC/anti-GC. Appendix B of Ackermann et al. (2012a) details
the transformation of H I and CO gas-survey data into the col-
umn density distributions over Galactocentric annuli used in
this analysis, and employed by many others. The assump-

28 The average statistical uncertainty for the normalisation of each inter-
stellar emission component per annulus is ⇠ 10%, except for annuli 2 and 3;
see Appendix A.

tions made in the transformation for the site lines over the
15� ⇥ 15� region about the GC have an impact on the inter-
stellar emission and point sources in the maximum-likelihood
fitting and consequently the spatial distribution of residuals.
Approximations made interpolating the gas column density
across the l ± 10� range can result in an incorrect gas density
distribution along the line-of-sight. Spurious point sources in
the analysis and structure in residuals can result from this be-
cause a higher/lower CR intensity compared to where the gas
should be placed is used in creating the interstellar emission
templates. The scaling procedure for the IEM then adjusts the
individual annuli potentially producing low-level artifacts due
to a combination of the effects described above.

To obtain an estimate of the uncertainties associated with
misplacement of the gas new maps of the column density
per annuli are created. 10% of the H I gas column density
is randomly displaced over the annuli and recombined with
the ⇡0-decay emissivity 29 in each annulus to create modified
intensity maps for this process, which are summed to pro-
duce new fore-/background intensity maps. The 68% frac-
tional change per pixel from 100 such realisations for each
IEM is compared with the fore-/background resulting from
the scaling procedure (Sec. 3.1). Depending on the IEM and
energy range, variations from 1% to 15% in the intensity per
pixel for the fore-/background from the structured interstel-
lar emission across the 15� ⇥ 15� region are obtained, with
the largest for OBstars index-scaled and smallest for the Pul-
sar intensity-scaled IEM, respectively. Because of the some-
what arbitrary choice of the precise fraction of H I column
density30 that is redistributed over the annuli these variations
are illustrative rather than providing a true ‘systematic uncer-
tainty’ associated with the gas misplacement. Note that the
uncertainty is maximised toward the GC because it is furthest
away from the gas column density interpolation base points at
l ⇠ ±12�.

6. SUMMARY
The analysis described in this paper employs specialised

IEMs that are fit to the �-ray data without reference to the
15� ⇥ 15� region about the GC. Finding point-source seeds
for the same region using a method that does not rely on de-
tailed IEMs, the source-seeds and IEMs are combined in a
maximum-likelihood fit to determine the interstellar emission
across the inner ⇠ 1 kpc about the GC and point sources
over the region. The overwhelming majority of �-ray emis-
sion from the 15� ⇥ 15� region is due to interstellar emission
and point sources. To summarise the results for these aspects
of the analysis:

• The interstellar emission over the 15� ⇥ 15� region is
⇠ 85% of the total. For the case of fitting only ‘stan-
dard’ interstellar emission processes and point sources
the fore-/background is ⇠ 80% with the remaining
⇠ 20% mainly due to IC from the inner region. The
contribution by the ⇡0-decay process over the inner re-
gion is much less than the IC, with the relative contri-
butions by the H I- and CO-related emission suppressed
compared to the GALPROP predictions.

29 The contribution by CO-related ⇡0-decay emission is the same as that
obtained from the scaling procedure.

30 Similar modifications of the CO column density distribution are not
explored because the detailed knowledge to make a truly informed estimate
is not available.

4 Fermi–LAT Collaboration

Table 1
Galactocentric Annular Boundaries.

Annulus Rmin Rmax Longitude Longitude
# [kpc] [kpc] Range (Full) Range (Tangent)

1 0 1.5 �10�  l  10�
2 1.5 2.5 �17�  l  17� 10�  |l|  17�
3 2.5 3.5 �24�  l  24� 17�  |l|  24�
4 3.5 8.0 �70�  l  70� 24�  |l|  70�
5 8.0 10.0 �180  l  180�
6 10.0 50.0 �180  l  180�

Figure 1. Galactocentric radial dependence of the spatial distribution of
CR sources per unit volume. Line styles/colours: solid/black, Pulsars; dot-
ted/blue, OB-stars.

et al. 2012a). There are merits to both approaches. Fitting
templates allows for fairly robust extraction of physical quan-
tities, but is a method that is constrained by the assumption
that interstellar medium (ISM) densities and other properties
(gas-to-dust ratio, XCO-factor, etc.) and CR spectra remain
constant throughout the template, and that a suitable template
is available (e.g., the inverse Compton [IC] component of the
interstellar emission must be obtained using modelling codes)
– see Strong et al. (1988) and Strong & Mattox (1996), and
references therein. The GALPROP code can be used to pre-
dict the diffuse �-ray emission throughout the Galaxy, and is
capable of reproducing the observations at the ⇠ 20% level.
But the predictions of the propagation model based approach
are limited by the quality of the inputs to the model calcula-
tions, which include the spatial distribution of CR sources and
their injection spectra, and the spatial distribution of the inter-
stellar gas density and the interstellar radiation field (ISRF)
energy density. In this paper a combination of these methods
is used where the GALPROP code is employed to predict tem-
plates for the interstellar emission that are fit to the �-ray data
to estimate the foreground and background emission toward
the inner Galaxy.

The results of the study by Ackermann et al. (2012a) are
used for the baseline IEMs, which are further fit to the Fermi–
LAT data. As a reminder, the Ackermann et al. (2012a) study
used a grid of IEMs based on diffusion-reacceleration CR
propagation models. The spatial distribution of CR sources,
the H I spin temperature, H I column density corrections from
dust emission, and the size of the CR confinement volume
were the fixed parameters in the grid. For each grid point the
diffusion coefficient was obtained by adjusting it to reproduce
the observed CR secondary/primary ratios iterating with a fit
to the �-ray data for the XCO distribution for each CR source
model. The �-ray emission for each of the IEMs in the grid
was then compared with the Fermi–LAT data in the 200 MeV
to 100 GeV energy range. The models in the Ackermann et al.

(2012a) study agree at the ⇠ 10�20% level with the LAT ob-
servations over the sky.

A major uncertainty affecting predictions of the interstellar
emission toward the inner Galaxy is the spatial distribution
of CR sources. The Yusifov & Küçük (2004) pulsar distribu-
tion (“Pulsars”) and the distribution of OB-stars (“OBstars”;
Bronfman et al. 2000) encapsulate this because they represent
reasonable extremes for the Galactocentric radial dependence.
Figure 1 shows the Galactocentric radial distributions of these
CR source models. The Pulsars distribution is non-zero at the
GC while the OBstars distribution goes to zero near ⇠ 2 kpc.
The models6 assume an axisymmetric cylindrical geometry
for the CR confinement volume with a halo height zh = 6 kpc
and maximum radial boundary Rh = 30 kpc. This halo height
is the closest in the IEM grid7 to the halo height distribution
mean (⇠ 5.5 kpc) determined by Trotta et al. (2011); the exact
value of the halo height is not critical for the analysis.

For the IEM fitting procedure the GALPROP code is used
to calculate all-sky �-ray intensity maps from 1 � 100 GeV
for 10 logarithmically spaced energy bins per decade for the
Pulsars and OBstars baseline models, which are normalised to
local CR data, using the configuration files for each available
from the GALPROP website8. The GALPROP code produces
intensity maps in annuli that correspond to ranges in Galac-
tocentric radii; the total intensity map for a given �-ray pro-
duction process (⇡0-decay, IC, Bremsstrahlung) is the sum of
all the annular intensity maps for that process, and the total
predicted �-ray sky from a GALPROP run is the sum of in-
tensities from all processes. Table 1 lists the Galactocentric
annuli and the corresponding longitude ranges for the full ex-
tent of each annulus, as well as the ‘tangent’ regions that are
used in the fitting procedure for the components interior to the
solar circle (see Appendix B of Ackermann et al. 2012a, for a
description of the generation of the H I and CO gas annuli).

The annular intensity maps are used as templates together
with an isotropic component and a model for �-ray emission
associated with Loop I employing a two-component spatial
template from Wolleben (2007) with a power-law spectral
model for each, and point sources from the 3FGL source cat-
alog9. This combined model is fit to the Fermi–LAT data ex-
cluding the 15�⇥15� region about the GC using a maximum-
likelihood method10, but with the point-source normalisations

6 Specifically, the SYZ6R30T150C2 (Pulsars) and SOZ6R30T150C2
(OBstars) models from Ackermann et al. (2012a).

7 Halo heights of 4, 6, 8, and 10 kpc were used in the Ackermann et al.
(2012a) study.

8 http://galprop.stanford.edu/PaperIISuppMaterial/
9 This allows for discrimination between structured interstellar emission

and point sources close to the Galactic plane when developing the fore-
/background IEMs.

10 The GaRDiAn code is used, which forward folds the model with the
instrument response and PSF for the likelihood evaluation – see Appendix A
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100 MeV and the resulting impact on spectral analysis will be thoroughly discussed in § 7.

are highly positively correlated (as can be naively inferred from the plot in Fig. 47), while

on the scale of half a decade in energy (n = 4) there is little evidence of a correlation. This

implies that the systematic uncertainties on the e↵ective area are not likely to introduce

significant spectral features over scales much smaller than half a decade in energy (which is

much larger than the LAT energy resolution). The results for all the consistency checks are

summarized in Table 8.
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Fitting the Fermi LAT spectrum

• annihilation spectra for
χχ→ bb̄/tt̄/WW for local
best fit points

• mA = 500 GeV

• likelihood map determined
by LSP mass and coupling
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Fitting the Fermi LAT spectrum and the relic density

• left: likelihood map with black dots indicating the correct relic
density

• the relic density favours smaller couplings

• right: fit including the relic density
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Another example

• tanβ = 45, mA = 1TeV (di lepton limits)
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Direct detection

• exclusion limits from direct detection experiments

• light to dark: Xenon100, PandaX, LUX
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Direct detection

• low M2 = 120 GeV → wino

• smaller coupling to light Higgs → avoids direct detection
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5 things to keep in mind

• careful treatment of uncertainties and correlation to built a
likelihood function

• γ-ray excess observed in GC can be explained by annihilating
dark matter

• strongest constraint from relic density

• small tension between relic density and GCE can be resolved
in MSSM

• direct detection experiments can rule out most of the
parameter space
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For further reading
• Statistik lecture notes

• T. Plehn
http://www.thphys.uni-heidelberg.de/~plehn/pics/lhc.pdf

• K. Cranmer (NYU)
http://arxiv.org/abs/1503.07622

• Glen Cowan
https://www.pp.rhul.ac.uk/~cowan/stat_course.html

• Dark Matter lecture notes
• T. Plehn

http://www.thphys.uni-heidelberg.de/~plehn/pics/dark_

matter.pdf

• J. Kopp (Mainz)
http:

//www.staff.uni-mainz.de/jkopp/astroparticle2013.html

• others
• S. P. Martin, ”A Supersymmetry primer”
• E.W. Kolb & M. S. Turner, ”The Early Universe”
• Butter et al., ”Saving the MSSM from the GCE”

https://arxiv.org/abs/1612.07115
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