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Standard Model couplings
• Rare SM Higgs decays to light fermions

• e, μ, or bound quarks; directly or via Z/γ

• Between electrons and strange quarks,         
a factor of 200 range in particle mass      
(and 40k in Higgs branching fraction)

• Branching fractions: 0.0000005% - 0.02%

• Huge backgrounds for u, d, and s quark   
jets at the LHC - have to get clever (also 
applies to charm)

• H→ee decays out of reach - if SM is correct!

• Edging closer to SM sensitivity for H→μμ!
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[1] Image:  http://scienceblogs.com/startswithabang/files/2013/08/particle_masses.png  
      Credit: Gordon Kane, Scientific American, May 2003.

http://scienceblogs.com/startswithabang/files/2013/08/particle_masses.png
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Non-SM couplings
• Many BSM scenarios enhance the light-fermion couplings

• Potential for lepton flavor-violating H→μτ, H→eτ, or H→eμ decays

• Up to 34% of H(125) decays could be non-SM (CMS+ATLAS limits)

• One summary of BSM implications for Higgs→μ/τ decays below: a few 
ruled out experimentally (“X”), most not yet confirmed or excluded (“?”)
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Table 1: Predictions for Rτ+τ− , Xµ+µ− , Xµ±τ∓

Model
(

σ(pp→h)SM

σ(pp→h)
Γtot

ΓSM
tot

)

Rτ+τ− Xµ+µ−/(m2
µ/m

2
τ ) Xµτ

SM 1 1 0
NFC (V ∗

hℓv/vℓ)
2 1 0

MSSM (sinα/ cosβ)2 1 0
MFV 1 + 2av2/Λ2 1− 4bm2

τ/Λ
2 0

FN 1 +O(v2/Λ2) 1 +O(v2/Λ2) O(|U23|2v4/Λ4)
GL 9 25/9 O(Xµ+µ−)

3.1 Indirect constraints

In this subsection we describe the constraints on the leptonic Yukawa couplings from various loop processes:
charged lepton radiative decays and decays into three charged leptons, and the electric and magnetic
moments of the electron and the muon. Ref. [13] obtains upper bounds on the off-diagonal Yij assuming
that the diagonal ones assume their SM values. We restore the dependence of these constraints on the
diagonal couplings, and present the upper bounds on the various couplings in Table 2. All experimental
bounds are taken from Ref. [18]. Note that our couplings convention differs from that of [13], (Yij)HKZ =
Yij/

√
2.

In the µ → eγ, τ → eγ and τ → µγ processes, we have included both the one- and the two-loop
contributions. We define the following ratios, related to the respective contributions:

rℓ ≡
(

mτ

mℓ

) 12
(

−0.082 Yt√
2
+ 0.11

)

(

−4 + 3 log
m2

h

m2
ℓ

)

m2
h

(125GeV)2
, ℓ = τ, µ , (22)

and

rij ≡
Yi

Y ∗
j +

√
2rj

, αij ≡
−4 + 3 log m2

h

m2
i

−4 + 3 log
m2

h

m2
j

, i, j = e, µ, τ . (23)

Using Yt = (Yt)SM =
√
2m̄t/v ≈ 0.95 (with m̄t = 164 GeV the top mass in the MS renormalization

scheme), one obtains rµ ≈ 0.27 and rτ ≈ 0.03. Numerically, αµτ ≈ 1.76, αeτ ≈ 3.3, αeµ ≈ 1.9, and in the
SM rSMµτ ≈ 0.01, rSMeτ ≈ 5× 10−5, and rSMeµ ≈ 1× 10−4. The following bounds hold:

τ → µγ : |Yτ +
√
2rτ |

√

(|Yτµ|2 + |Yµτ |2)(1 + |αµτ |2|rµτ |2) + 4αµτRe[rµτY ∗
τµY

∗
µτ ] < 1.2× 10−3

τ → eγ : |Yτ +
√
2rτ |

√

(|Yτe|2 + |Yeτ |2)(1 + |αeτ |2|reτ |2) + 4αeτRe[reτY ∗
τeY

∗
eτ ] < 1.1× 10−3

µ → eγ : |Yµ +
√
2rµ|

√

(|Yµe|2 + |Yeµ|2)(1 + |αeµ|2|reµ|2) + 4αeµRe[reµY ∗
µeY ∗

eµ] < 1.9× 10−6 .

(24)

In the SM, the |αij |2|rij |2 term is at most O(10−4) and completely negligible. The αijrij term is of order
∼ 0.1 for τ → µγ and less than a permil for τ → eγ and µ → eγ, and thus subdominant. In contrast, the
two-loop effect, manifested in the presence of rµ and rτ , dominates over the one loop effect in τ → µγ and
µ → eγ, and in τ → eγ both one- and two-loop effects give comparable contributions. In Table 2 we keep
simplified expressions, obtained in the rij → 0 limit. The processes µ → 3e, τ → 3µ and τ → 3e or eµµ

4

[1] https://arxiv.org/abs/1302.3229

x
?
?
?
?
?Standard Model

Nat. Flav. Conservation
Minimal SUSY

Min. Flav. Violation
Froggatt-Nielsen

Higgs-depend. Yukawa x
?
?
?
?
?

?
?
?
?
?
?



Andrew Brinkerhoff

H→SM particle analyses
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Decay 
mode

ATLAS CMS
Dataset ID Link Dataset ID Link

H→ee - - - - - - - - - - - - - - - 25 fb-1, 7/8 TeV PLB 744 1410.6679 

H→μμ 36 fb-1, 13 TeV PRL 119 1705.04582 36 fb-1, 13 TeV HIG-17-019 cds:2292159

H→eμ - - - - - - - - - - - - - - - 20 fb-1, 8 TeV PLB 763C 1607.03561

H→eτ
20 fb-1, 8 TeV EPJC 77 1604.07730 36 fb-1, 13 TeV HIG-17-001 cds:2264540

H→μτ

H→Zγ→ℓℓγ 36 fb-1, 13 TeV JHEP 10 1708.00212 25 fb-1, 7/8 TeV PLB 726 1307.5515

H→γ*γ→ℓℓγ - - - - - - - - - - - - - - -
20 fb-1, 8 TeV PLB 753 1507.03031

H→J/ψ γ
20 fb-1, 8 TeV PRL 114 1501.03276

H→ Υγ - - - - - - - - - - - - - - -

H→φγ
36 fb-1, 13 TeV CONF-17-057 cds:2273873 - - - - - - - - - - - - - - -

H→ργ

• Many channels, not all ATLAS+CMS, ~half with full 13 TeV dataset so far 

http://arxiv.org/abs/1410.6679
https://arxiv.org/abs/1705.04582
https://cds.cern.ch/record/2292159
http://arxiv.org/abs/1607.03561
http://arxiv.org/abs/1604.07730
http://cds.cern.ch/record/2264540
http://arxiv.org/abs/arXiv:1708.00212
http://arxiv.org/abs/1307.5515
http://arxiv.org/abs/1507.03031
http://arxiv.org/abs/1501.03276
http://cds.cern.ch/record/2273873
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H→SM particle results

5

Decay 
mode

SM 
BR

ATLAS CMS
Dataset Exp. lim. Obs. lim. Dataset Exp. lim. Obs. lim.

H→ee ~5 × 10-9 - - - - - - - - - - - - - - - 20 fb-1, 8 TeV 2.4 × 10-3 1.9 × 10-3

H→μμ 2.2 × 10-4 36 fb-1, 13 TeV 6.4 × 10-4 6.2 × 10-4 36 fb-1, 13 TeV 4.1 × 10-4 5.7 × 10-4

H→eμ 0 - - - - - - - - - - - - - - - 20 fb-1, 8 TeV 4.8 × 10-4 3.5 × 10-4

H→eτ 0
20 fb-1, 8 TeV

1.2 × 10-2 1.0 × 10-2
36 fb-1, 13 TeV

3.7 × 10-3 6.1 × 10-3

H→μτ 0 1.0 × 10-2 1.4 × 10-2 2.5 × 10-3 2.5 × 10-3

H→Zγ→ℓℓγ 1.0 × 10-4 36 fb-1, 13 TeV 4.6 × 10-4 6.8 × 10-4 25 fb-1, 7/8 
TeV

~1 × 10-3 ~1 × 10-3

H→γ*γ→ℓℓγ 1.2 × 10-4 - - - - - - - - - - - - - - -
20 fb-1, 8 TeV

7.0 × 10-4 7.9 × 10-4

H→J/ψ γ 3.0 × 10-6
20 fb-1, 8 TeV

1.2 × 10-3 1.5 × 10-3 1.6 × 10-3 1.5 × 10-3

H→ Υγ 5.1 × 10-9 2.5 × 10-3 2.0 × 10-3 - - - - - - - - - - - - - - -

H→φγ 2.3 × 10-6
36 fb-1, 13 TeV

4.2 × 10-4 4.8 × 10-4 - - - - - - - - - - - - - - -

H→ργ 1.7 × 10-5 8.4 × 10-4 8.8 × 10-4 - - - - - - - - - - - - - - -

• H→μμ and H→Zγ/γ*γ branching limits < 7 × SM,  H→eτ/μτ < 0.6% 
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H→vector meson+γ

• H→uu/dd/ss/cc decays difficult to find
• Smaller BR than H→bb, higher backgrounds

• qq bound states provide a cleaner signature 
(lower backgrounds, better mass resolution) 
but with a much reduced production rate:     
10 - 5000 × smaller than H→μμ!

• Diagram interference, sometimes destructive

• Search for resonances with a high-pT γ + 
J/ψ→μμ or Υ→μμ, or φ or ρ meson 
decays to charged hadrons
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Figure 2: Diagrams contributing to H ! Vg ! ``g decay.

H ! (J/y)g ! ``g and other resonances are identified and rejected or selected based on the
value of m``.

The ATLAS and CMS Collaborations at the CERN LHC have both performed a search for
H ! Zg ! ``g decay with m`` above 50 GeV [12, 13]. As a natural extension of those analyses,
the current paper describes the first search for a Higgs boson Dalitz decay, H ! g⇤g, where
the g⇤ decays into a muon or an electron pair. The search is performed for a Higgs-like particle
within the mass range between 120 and 150 GeV. In order to select the contribution from the
Dalitz decay, we require m`` < 20 GeV. The µµg topology is a clean final state with a mass
resolution of about 1.6%, as measured from the simulated signal samples. The eeg channel is
challenging due to the low m`` that results in a pair of merged electron showers in the electro-
magnetic calorimeter (ECAL). Nevertheless, when the merged showers are reconstructed in the
ECAL, a mass resolution of 1.8% is achieved. Important backgrounds include the irreducible
contributions from the initial- and final-state photon radiation in Drell–Yan production, and
Drell–Yan events with additional jets where a jet is misidentified as a photon.

In addition, a search is performed for H ! (J/y)g ! µµg decay for mH = 125 GeV, which
is sensitive to the Higgs boson coupling to charm quark and a promising way to access the
couplings of the Higgs boson to the second generation quarks at the LHC. In the SM this decay
occurs through two main processes: direct coupling of the Higgs boson to charm (Fig. 2a), and
the usual t/W loop, where the radiated g⇤ converts to a cc̄ in a resonant state (Fig. 2b). The
two amplitudes interfere destructively and the second one dominates [6, 7]. For the SM Higgs
boson with mH = 125 GeV, the branching fraction is predicted to be 2.8⇥ 10�6. A search by the
ATLAS Collaboration for this decay is described in Ref. [14].

The results presented in this paper are based on proton-proton collision data recorded in 2012
with the CMS detector at a centre-of-mass energy

p
s = 8 TeV, corresponding to an integrated

luminosity of 19.7 fb�1.

2 CMS detector and trigger
A detailed description of the CMS detector, together with a definition of the coordinate system
used and the relevant kinematic variables, can be found in Ref. [15]. The central feature of
the CMS apparatus is a superconducting solenoid, 13 m in length and 6 m in diameter, which
provides an axial magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and
strip tracker, the ECAL, and a hadron calorimeter (HCAL). Charged-particle trajectories are
measured by silicon pixel and strip trackers, covering 0  f  2p in azimuth and |h| < 2.5 in
pseudorapidity. A lead tungstate crystal ECAL surrounds the tracking volume. It is comprised
of a barrel region |h| < 1.48 and two endcaps that extend up to |h| = 3. A brass and scintillator
HCAL surrounds ECAL and also covers the region |h| < 3. Iron forward calorimeters with
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H→ J/ψ γ→μμγ
• Latest results use 8 TeV dataset

• Even in 2.9 < m(μμ) < 3.3 GeV window, 5 × 
more H→γ*γ→μμγ signal than H→J/ψ γ

• CMS: Fit m(μμγ) in data, with 4th order 
polynomial modeling the background

• ATLAS: Single bkg. estimate for Z and Higgs

• Create pdf models of QCD background 
kinematics from data with looser selection on 
pT of μμ and γ, generate pseudo-data events 
with 4-vector and isolation values for μ and γ

• Simultaneous S+B fit to m(μμγ) and pT(μμγ)

• ATLAS BR limit: 1.5 obs. (1.2 exp.) × 10-3

• CMS BR limit: 1.5 obs. (1.6 exp.) × 10-3
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4

invariant mass while the uncertainty associated with the
photon energy resolution is found to be negligible rela-
tive to the overall three-body invariant mass resolution.
Similarly, the systematic uncertainty associated with the
muon momentum measurement is determined using data
samples of J/ ! µ

+
µ
� and Z ! µ

+
µ
� decays and

validated using ⌥(nS) ! µ
+
µ
� decays [43]. For the

pT range relevant to this analysis, the systematic uncer-
tainties associated with the muon momentum scale are
negligible.

The uncertainty in the shape of the inclusive QCD
background is estimated through the study of variations
in the background modeling procedure. The shape of
the pdf is allowed to vary around the nominal shape
within an envelope associated with shifts in the p

µµ

T and
p
�

T distributions. Furthermore, a separate background

model, generated without removing the contamination
from Z ! µ

+
µ
�
� decays, provides an upper bound on

potential mismodeling associated with this process.
Results are extracted by means of a simultaneous

unbinned maximum likelihood fit, performed to the
selected events with 30 GeV < mµµ� < 230 GeV
separately in each of the analysis categories. In the
J/ � final state, the fit is performed on the mµµ� and
p
µµ�

T distributions, while for the ⌥(nS) � candidates
a similar fit is performed using the mµµ� , p

µµ�

T , and
mµµ distributions. The latter distribution provides
discrimination between the three ⌥(nS) states and
constrains the Z ! µ

+
µ
�
� background normalization.

No significant Z ! Q � or H ! Q � signals are observed,
as shown in Figs. 1 and 2.
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FIG. 1. (color online) The mµµ� and p
µµ�
T distributions of the selected J/ � candidates, along with the results of the unbinned

maximum likelihood fit to the signal and background model (S+B fit). The error bars on the data points correspond to the
statistical uncertainties. The Higgs and Z boson contributions as expected for branching fraction values of 10�3 and 10�6,
respectively, are also shown.
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FIG. 2. (color online) The mµµ� , p
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T and mµµ distributions of the selected ⌥(nS) � candidates, along with the results of the

unbinned maximum likelihood fit to the signal and background model (S+B fit). The error bars on the data points correspond
to the statistical uncertainties. The Higgs and Z boson contributions as expected for branching fraction values of 10�3 and
10�6, respectively, for each of the ⌥(nS) are also shown.
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is investigated, a fit to a polynomial of second degree is performed over the 110–150 GeV mass
range (Fig. 5).

The signal model in all three cases is obtained from an unbinned fit to the mass distribution of
the corresponding sample of simulated events to a Crystal Ball function [31] plus a Gaussian
function.
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Figure 5: The mµµg distribution for events with 2.9 < mµµ < 3.3 GeV for 8 TeV data (points
with error bars), together with the result of a background-only fit to the data. The 1s and
2s uncertainty bands represent the uncertainty in the parameters of the fitted function. The
expected contribution from the H ! (J/y)g ! µµg process of the SM H with mH = 125 GeV,
scaled up by a factor of 500, is shown as a histogram.

7 Results
The data are used to derive upper limits on the Higgs boson cross section times branching
fraction, s(pp ! H)B(H ! g⇤g ! ``g) divided by that expected for a SM Higgs boson,
for m`` < 20 GeV. No significant excess above background is observed in the full mass range,
120 < mH < 150 GeV, with a maximum excess of less than two standard deviations. In the elec-
tron channel a correction is made to account for the events that are removed by the requirement
of mee < 1.5 GeV due to the trigger and reconstruction inefficiencies described above.

The exclusion limits are calculated using the modified frequentist CLs method [32–36]. An
unbinned evaluation over the full mass range of data is used. The uncertainty in the limit is
dominated by the size of the data sample and systematic uncertainties have a small impact.

The systematic uncertainty in the limits results only from the uncertainty in the signal descrip-
tion, as the background is obtained from data and biases in the fitting procedure have been
found to be negligible. A summary of the systematic uncertainties is given in Table 2. The un-
certainty can be separated into the uncertainty resulting from theoretical predictions and from
the uncertainty in detector reconstruction and selection efficiency.

Theoretical uncertainties come from the effects of the PDF choice on signal cross section, the
missing higher-order calculations (scale) [38–42], and the uncertainty in the prediction on the
Higgs boson decay branching fraction [4, 11]. The uncertainty due to the muon reconstruction
efficiency, 11%, is obtained from data using J/y ! µµ events. It is dominated by the statistical
uncertainty of the data sample. In the electron channel, the corresponding uncertainty, 3.5%, is
obtained from simulation. The 11% uncertainty estimated for the muon identification efficiency
is sufficiently small and it has no impact on our result, thus no simulation study was attempted,
although it could greatly reduce the uncertainty.
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H→φγ and H→ργ
• ATLAS-only on 36 fb-1 13 TeV dataset

• Target φ→ΚΚ and ρ→ππ decays, visible 
only as pairs of oppositely-charged tracks 

• Requires dedicated triggers: high pT γ plus 
high pT tracks with invariant mass cuts

• Much more data to reach SM sensitivity to 
H→φγ (2.3 × 10-6) or H→ργ (1.7 × 10-5)
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Figure 6: The mK+K�� and m⇡+⇡�� distributions of the selected �� and ⇢� candidates, respectively, along with the
results of the maximum-likelihood fit with a background-only model. The Higgs and Z boson contributions for the
branching fraction values corresponding to the observed 95% CL upper limits are also shown. Below the figures
the ratio of the data and the background only fit is shown.

are 52 and 597 times the expected SM branching fractions, respectively. Upper limits at 95% CL on the
product of production cross section times branching ratio have been also estimated for the Higgs boson
decays, yielding 25.3 fb for the H ! �� decay, and 45.5 fb for the H ! ⇢� decay.

Table 3: Expected and observed branching fraction upper limits at 95% CL for the �� and ⇢� analyses. The ±1�
intervals of the expected limits are also given.

Branching Fraction Limit (95% CL) Expected Observed
B (H ! ��) [ 10�4 ] 4.2+1.8

�1.2 4.8
B (Z ! ��) [ 10�6 ] 1.3+0.6

�0.4 0.9
B (H ! ⇢�) [ 10�4 ] 8.4+4.1

�2.4 8.8
B (Z ! ⇢�) [ 10�6 ] 33+13

�9 25

8 Summary

A search for the decays of Higgs and Z bosons to �� and ⇢� has been performed with
p

s = 13 TeV
pp collision data samples collected with the ATLAS detector at the LHC corresponding to integrated
luminosities of 35.6 and 32.3 fb�1, respectively. No significant excess of events above the background
expectations is observed, in agreement with the SM expectation. The obtained 95% CL upper limits are
B (H ! ��) < 4.8 ⇥ 10�4 and B (Z ! ��) < 0.9 ⇥ 10�6 for the �� final state. 95% CL upper limits of
B (H ! ⇢�) < 8.8 ⇥ 10�4 and B (Z ! ⇢�) < 25 ⇥ 10�6 for the ⇢� final state are obtained.
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Figure 6: The mK+K�� and m⇡+⇡�� distributions of the selected �� and ⇢� candidates, respectively, along with the
results of the maximum-likelihood fit with a background-only model. The Higgs and Z boson contributions for the
branching fraction values corresponding to the observed 95% CL upper limits are also shown. Below the figures
the ratio of the data and the background only fit is shown.

are 52 and 597 times the expected SM branching fractions, respectively. Upper limits at 95% CL on the
product of production cross section times branching ratio have been also estimated for the Higgs boson
decays, yielding 25.3 fb for the H ! �� decay, and 45.5 fb for the H ! ⇢� decay.

Table 3: Expected and observed branching fraction upper limits at 95% CL for the �� and ⇢� analyses. The ±1�
intervals of the expected limits are also given.

Branching Fraction Limit (95% CL) Expected Observed
B (H ! ��) [ 10�4 ] 4.2+1.8

�1.2 4.8
B (Z ! ��) [ 10�6 ] 1.3+0.6

�0.4 0.9
B (H ! ⇢�) [ 10�4 ] 8.4+4.1

�2.4 8.8
B (Z ! ⇢�) [ 10�6 ] 33+13

�9 25

8 Summary

A search for the decays of Higgs and Z bosons to �� and ⇢� has been performed with
p

s = 13 TeV
pp collision data samples collected with the ATLAS detector at the LHC corresponding to integrated
luminosities of 35.6 and 32.3 fb�1, respectively. No significant excess of events above the background
expectations is observed, in agreement with the SM expectation. The obtained 95% CL upper limits are
B (H ! ��) < 4.8 ⇥ 10�4 and B (Z ! ��) < 0.9 ⇥ 10�6 for the �� final state. 95% CL upper limits of
B (H ! ⇢�) < 8.8 ⇥ 10�4 and B (Z ! ⇢�) < 25 ⇥ 10�6 for the ⇢� final state are obtained.
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H→Zγ→ℓℓγ
• H→Zγ decays very similar to H→γγ

• Zγ branching fraction = 0.154%, γγ = 0.227% 

• But huge backgrounds in Z→qq and Z→νν, 
only 6.7% in “golden” Z→ee /μμ channels

• Even here, higher backgrounds from SM Z+γ

• Basic analysis strategy (ATLAS & CMS)
• Select eeγ /μμγ events with m(ℓℓ) ~ 91 GeV 

• Categorize to suppress Z+γ background and 
enhance VBF Higgs signal

• Measure m(ℓℓγ) signal peak over analytic fit 
to data in wide mass window as background
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1 Introduction
The observation of a new resonance decaying to two bosons and with decay modes and prop-
erties consistent with those of the standard model (SM) Higgs boson has been reported by
the ATLAS [1, 2] and CMS [3, 4] collaborations. Measurements of the basic properties of this
resonance, such as the mass [5] and the coupling strength to vector bosons and fermions [1–
4, 6], have been reported. Within the SM, the partial width for the H ! Zg decay channel
(GZg) is rather small, resulting in a branching fraction between 0.11% and 0.25% in the 120–
160 GeV [7, 8] mass range. A measurement of GZg provides important information on the un-
derlying dynamics of the Higgs sector because it is induced by loops of heavy charged particles,
just as for the H ! gg decay channel. The contributing diagrams to GZg are shown in Fig. 1.
GZg is sensitive to physics beyond the SM, and could be substantially modified by new charged
particles without affecting the gluon-gluon fusion Higgs boson production cross section [9],
such as derived from an extended Higgs sector [10], or by the presence of new scalars [11, 12].
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Figure 1: Diagrams contributing to GZg.

This paper describes the first search for a Higgs boson in the H ! Zg final state at the LHC
in the 120–160 GeV mass range, with the Z boson decaying into an electron or a muon pair.
This is a clean final-state topology with an effective mass peak resolution of about 1-3%. To
improve the sensitivity of the search, the selected dilepton-plus-photon events are subdivided
into classes according to their mass resolution and the signal-to-background ratio, for both the
electron and muon channels. The dominant backgrounds consist of the irreducible contribution
from the SM Zg production, and the reducible backgrounds from final-state-radiation in Drell–
Yan or Z decays, and Z plus jets, where a jet is misidentified as a photon. A previous search for
H ! Zg has been performed at the Tevatron for masses above 140 GeV [13].

Results are based on data samples recorded by the CMS experiment corresponding to inte-
grated luminosities of 5.0 fb�1 at 7 TeV and 19.6 fb�1 at 8 TeV in proton-proton collisions.

2 The CMS detector
A detailed description of the CMS detector can be found in Ref. [14]. The central feature of
the CMS apparatus is a superconducting solenoid, 13 m in length and 6 m in diameter, which
provides an axial magnetic field of 3.8 T. Within the field volume there are several particle
detection systems. Charged-particle trajectories are measured by silicon pixel and strip track-
ers, covering 0  f  2p in azimuth and |h| < 2.5 in pseudorapidity, where h is defined
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Figure 3: The di↵erential distribution of the invariant Z�mass (mZ�) for (a) Higgs bosons with mH = 125 GeV in the
low pTt categories and (b) high-mass spin-0 particles produced via gluon–gluon fusion and with mX = 1000 GeV,
using the narrow width assumption (NWA). The markers show the mZ� distributions and the solid and dotted lines
the fitted parameterisations used in the searches. The bottom part of the figures shows the residuals between the
markers and the parameterisation.

the simultaneous fit. The parameterisation is done separately for each of the three models considered,
a spin-0 resonance and a spin-2 resonance produced via either gluon–gluon or quark–antiquark initial
states.

Figure 3 shows the MC-simulated mZ� distribution at mH = 125 GeV for the low pTt categories and at
mX = 1000 GeV. Similar fit qualities are obtained for all the categories in both searches.

Additionally, the signal e�ciency defined as the number of events satisfying all the selection criteria (as
given in Section 4) normalised to the total number of events is needed to extract � · B(H/X ! Z�) from
the measured yield. For the H ! Z� search, the signal e�ciency times the acceptance in each category
are shown in Table 2.2

For the search for high-mass resonances, the signal e�ciency is parameterised as a function of the res-
onance mass with an exponentiated second-order polynomial. Figure 4(a) shows the reconstruction and
selection e�ciency for X ! Z(! ``)� events for a spin-0 resonance produced in gluon–gluon fusion,
separately for Z ! ee and Z ! µµ. The e�ciencies range from about 30% to about 46% in the mass
range from 250 GeV to 2.4 TeV. For a spin-0 resonance produced via vector-boson fusion, the e�ciency
is larger by up to 4% over the full resonance mass range considered. Figure 4(b) shows the reconstruction
and selection e�ciency for spin-2 resonances produced via gluon–gluon and quark–antiquark initial states
as a function of the resonance mass. For spin-2 resonances produced in gluon–gluon (quark–antiquark)
initial states, the e�ciencies range from about 22% (28%) to about 35% (54%) in the mass range from

2 The e�ciency di↵erence between mH = 125 GeV and mH = 125.09 GeV is estimated to be smaller than 1%.
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H→Zγ→ℓℓγ categories

• 5 cut-based categories in CMS: high m(jj) forward dijets (VBF), 
forward γ, plus 3 categories defined by ℓ rapidity and γ quality

• ATLAS uses a BDT to identify VBF Higgs events, one category 
for pT (γ) > 0.4 × m(ℓℓγ), others divided by pT of ℓℓγ system

• Higher stats, more kinematic separation using 36 fb-1 13 TeV dataset
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Figure 2: Kinematic variables used in the BDT used to define the VBF-enriched category: (a) the invariant mass
of the two jets with the highest transverse momenta, mj j and (b) the azimuthal separation of the Z� and the dijet
system, ��Z�, j j for events with at least two jets and 115 GeV < mZ� < 170 GeV. The observed distribution
(normalised to unity) is shown as data points. The contributions from Z + � events (obtained from simulation)
and the contribution from Z+jets (obtained from data control regions described in the text) are shown as stacked
histograms. The corresponding expected distributions for Higgs bosons produced via gluon–gluon fusion and
vector-boson fusion production for mH = 125 GeV are shown as open histograms. The ��Z�, j j distribution is shown
before the suppression of the shape information for ��Z�, j j > 2.94.

Table 2: The expected signal e�ciency times acceptance, denoted by ✏, per production mode for each category
after the full event selection, as well as the expected fraction f of each production process relative to the total signal
yield, for simulated SM Higgs boson production assuming mH = 125 GeV. The expected number of signal events
per production process is also given.

ggF VBF WH ZH
Category ✏[%] f [%] ✏[%] f [%] ✏[%] f [%] ✏[%] f [%]
VBF-enriched 0.25 30.5 6.5 67.5 0.34 1.3 0.24 0.6
High relative pT 1.1 71.5 2.6 14.3 4.0 8.3 4.1 5.3
ee high pTt 1.7 80.8 2.8 11.0 3.2 4.7 3.6 3.3
ee low pTt 7.1 93.2 3.6 4.1 3.7 1.5 4.2 1.1
µµ high pTt 2.2 80.4 3.6 11.3 4.1 4.8 4.2 3.1
µµ low pTt 9.2 93.4 4.7 4.1 4.6 1.5 4.8 1.0
Total e�ciency (%) 21.5 23.8 20.2 21.0
Expected events 35 3.3 1.0 0.7
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H→Zγ→ℓℓγ signal extraction
• Non-trivial background shapes

• ATLAS uses Bernstein polynomials 
(2nd to 4th order) to fit data, CMS uses 
Gaussian × step × polynomial

• Be careful not to introduce bias!
• Background function predictions near 

125 GeV can differ by several × signal

• ATLAS cross-checks vs. Z+γ/jets MC, 
CMS vs. pseudo-data from fits

• H→Zγ→ℓℓγ BR limits [SM = 10-4]

• ATLAS: 6.8 obs. (4.6 exp.) × 10-4 **

• CMS: ~10 obs. (10 exp.) × 10-4 **
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Figure 5: The invariant Z� mass (mZ�) distributions of events satisfying the H ! Z� selection in data for the six
event categories: (a) VBF-enriched, (b) high p�T, (c) ee high pTt, (d) ee low pTt, (e) µµ high pTt, and (f) µµ low
pTt. The points represent the data and the statistical uncertainty. The solid lines show the background-only fits to
the data, performed independently in each category. The dashed histogram corresponds to the expected signal for a
SM Higgs boson with mH = 125 GeV decaying to Z� with a rate 20 times the SM prediction. The bottom part of
the figures shows the residuals of the data with respect to the background-only fit.
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Figure 4: The background model fit to the mµµg distributions for event classes 1–4 for the two
data samples. The statistical uncertainty bands shown are computed from the data fit. Also
shown is the expected signal due to a 125 GeV standard model Higgs boson, scaled by 75.

is obtained from data and biases are avoided in the fitting procedure. The uncertainty arises
from the uncertainty in the luminosity measurement (2.2% [37], 4.4% [38]), the trigger efficiency
(0.5–3.5%), the effects of the choice of parton distribution functions on the signal cross sec-
tion (0.3–12.5%) [39–43], the uncertainty in the Higgs boson branching fraction prediction (6.7–
9.4%) [32, 33], the event pileup modeling for the signal samples (0.4–0.8%), the corrections
applied to the simulation to reproduce the performance of the lepton (0.7–1.4%), photon (0.5–
1.0%), and dijet selections (8.8–28.5%), event migration caused by the requirements on the pho-
ton shower shape in the event classification (5.0%), the event migration between dijet-tagged
and untagged event classes due to the jet energy scale (5.1–9.8%), and the signal modeling
(1.0–5.0%). The uncertainty in the signal modeling takes into account a potential 5% contam-
ination from final-state radiation in the H ! µµ decay, assuming the SM branching fraction.
Based on the fit bias studies performed in the 120–160 GeV mass range, the uncertainty on the
background estimation due to the chosen functional form is shown to be negligible.

The expected and observed limits are shown in Fig. 6. The limits are calculated at 0.5 GeV
intervals in the 120–160 GeV mass range. The expected exclusion limits at 95% confidence level
(CL) are between 5 and 16 times the SM cross section and the observed limit ranges between
about 4 and 25 times the SM cross section. The observed and expected limits for m``g at 125 GeV
are within one order of magnitude of the SM prediction. The data excludes models predicting
s(pp ! H) ⇥ B(H ! Zg) to be larger than one order of magnitude of the SM prediction
for most of the 125–157 GeV mass range. Hence, models predicting significant enhancements
for GZg [44] with respect to the SM expectations due to a pseudoscalar admixture, already
strongly disfavoured from the analysis of the angular distributions of the lepton pairs in H !
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is obtained from data and biases are avoided in the fitting procedure. The uncertainty arises
from the uncertainty in the luminosity measurement (2.2% [37], 4.4% [38]), the trigger efficiency
(0.5–3.5%), the effects of the choice of parton distribution functions on the signal cross sec-
tion (0.3–12.5%) [39–43], the uncertainty in the Higgs boson branching fraction prediction (6.7–
9.4%) [32, 33], the event pileup modeling for the signal samples (0.4–0.8%), the corrections
applied to the simulation to reproduce the performance of the lepton (0.7–1.4%), photon (0.5–
1.0%), and dijet selections (8.8–28.5%), event migration caused by the requirements on the pho-
ton shower shape in the event classification (5.0%), the event migration between dijet-tagged
and untagged event classes due to the jet energy scale (5.1–9.8%), and the signal modeling
(1.0–5.0%). The uncertainty in the signal modeling takes into account a potential 5% contam-
ination from final-state radiation in the H ! µµ decay, assuming the SM branching fraction.
Based on the fit bias studies performed in the 120–160 GeV mass range, the uncertainty on the
background estimation due to the chosen functional form is shown to be negligible.

The expected and observed limits are shown in Fig. 6. The limits are calculated at 0.5 GeV
intervals in the 120–160 GeV mass range. The expected exclusion limits at 95% confidence level
(CL) are between 5 and 16 times the SM cross section and the observed limit ranges between
about 4 and 25 times the SM cross section. The observed and expected limits for m``g at 125 GeV
are within one order of magnitude of the SM prediction. The data excludes models predicting
s(pp ! H) ⇥ B(H ! Zg) to be larger than one order of magnitude of the SM prediction
for most of the 125–157 GeV mass range. Hence, models predicting significant enhancements
for GZg [44] with respect to the SM expectations due to a pseudoscalar admixture, already
strongly disfavoured from the analysis of the angular distributions of the lepton pairs in H !

** Papers quote limits on H→Zγ.  Here I scale by 6.73% to get limits on H→Zγ→eeγ + H→Zγ→μμγ.
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Lepton flavor-violating decays
• H→μτ and H→eτ decays provide unique 

probe of off-diagonal Yukawa couplings
• LHC can provide stronger constraints than 

any current precision measurements

• H→eμ decays also interesting, but existing 
μ→eγ searches highly constrain coupling

• CMS results sparked interest with H→μτ 
excess in 8 TeV analysis

• Not seen in subsequent ATLAS result at 8 TeV, 
motivated even more sophisticated analysis 
and cross-checks from CMS in 13 TeV data
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Figure 1: Two–dimensional distributions of the transverse mass of the e–Emiss
T system, me,Emiss

T
T , and that of the ⌧had–

Emiss
T system, m⌧had,Emiss

T
T , in simulated Z/�⇤ ! ⌧⌧ (top left plot), W+jets (top right plot), H ! e⌧ signal (bottom left

plot) and data (bottom right plot) events. Magenta, red and yellow boxes on the bottom right plot illustrate SR1,
SR2, and WCR, respectively. All events used for these distributions are required to have a well-identified electron
and ⌧had (as described in text) of opposite charge with pT(⌧had) > 20 GeV and ET(e) > 26 GeV.

4.2 Background estimation

The background estimation method takes into account the background properties and composition dis-
cussed in Section 4.1. It also relies on the observation that the shape of the mMMC

e⌧ distribution for the
multi-jet background is the same for OS and SS events. This observation was made using a dedicated
control region, MJCR, with an enhanced contribution from the multi-jet background. Events in this con-
trol region are required to meet all criteria for SR1 and SR2 with the exception of the requirement on
|⌘(e) � ⌘(⌧had)|, which is reversed: |⌘(e) � ⌘(⌧had)| > 2. Therefore, the total number of OS background
events, Nbkg

OS in each bin of the mMMC
e⌧ (or any other) distribution in SR1 and SR2 can be obtained according

to the following formula:

Nbkg
OS = rQCD · Ndata

SS +
X

bkg�i

Nbkg�i
OS�SS, (1)

where the individual terms are described below. Ndata
SS is the number of SS data events, which contains

significant contributions from W+jets events, multi-jet and other backgrounds. The fractions of multi-

8

Figure 2: Distributions of the mass reconstructed by the Missing Mass Calculator, mMMC
e⌧ , in SR1 (left) and SR2

(right). The background distributions are determined in a global fit (described in Section 4.4). The signal distribu-
tion corresponds to Br(H ! e⌧) = 25%. The bottom panel of each sub-figure shows the ratio of the observed data
to the estimated background. Very small backgrounds due to single top, tt̄, VV , Z ! ee(jet ! ⌧misid

had ) and H ! ⌧⌧
events are combined in a single background component labelled as “Other Backgrounds”. The grey band for the
ratio illustrates post-fit systematic uncertainties in the background prediction. The statistical uncertainties in the
background predictions and data are added in quadrature for the ratios. The last bin in each distribution contains
events with mMMC

e⌧ > 250 GeV.

treated as uncorrelated between SR1 and SR2. The uncertainties in rQCD (±13%) and in the normal-
isation (±13%) and modelling of Z ! ⌧⌧ also play an important role. The normalisation uncertainty
(±7%) for the Z ! ee (with e ! ⌧misid

had ) background has a limited impact on the sensitivity because of
a good separation of the signal and Z ! ee peaks in the mMMC

e⌧ distribution. The other major sources
of experimental uncertainty, a↵ecting both the shape and normalisation of signal and backgrounds, are
the uncertainty in the ⌧had energy scale [34], which is measured with ±(2–4)% precision (depending on
pT and decay mode of the ⌧had candidate), and uncertainties in the embedding method used to model the
Z ! ⌧⌧ background [35]. Less significant sources of experimental uncertainty, a↵ecting the shape and
normalisation of signal and backgrounds, are the uncertainty in the jet energy scale [37, 62] and resol-
ution [63]. The uncertainties in the ⌧had energy resolution, the energy scale and resolution of electrons,
and the scale uncertainty in Emiss

T due to the energy in calorimeter cells not associated with physics ob-
jects are taken into account; however, they are found to be only ±(1–2%). The following experimental
uncertainties primarily a↵ect the normalisation of signal and backgrounds: the ±2.8% uncertainty in the
integrated luminosity [64], the uncertainty in the ⌧had identification e�ciency [34], which is measured to
be ±(2–3)% for 1-prong and ±(3–5)% for 3-prong decays(where the range reflects the dependence on pT
of the ⌧had candidate), the ±2.1% uncertainty for triggering, reconstructing and identifying electrons [33],
and the ±2% uncertainty in the b-jet tagging e�ciency [38].

Theoretical uncertainties are estimated for the Higgs boson production and for the VV background, which
are modelled with the simulation and are not normalised to data in dedicated control regions. Uncertain-
ties due to missing higher-order QCD corrections in the production cross sections are found to be [65]
±10.1% (±7.8%) for the Higgs boson production via ggH in SR1 (SR2), ±1% for the Z ! ee background
and for VBF and VH Higgs boson production, and ±5% for the VV background. The systematic uncer-
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Figure 5: Upper limits on LFV decays of the Higgs boson in the H ! e⌧ hypothesis (left) and H ! µ⌧ hypothesis
(right). The limits are computed under the assumption that either Br(H ! µ⌧)=0 or Br(H ! e⌧)=0. The µ⌧had
channel is from Ref. [22].
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• τhad channels: MC bkg, Missing Mass Calculator 
for signal (accounts for ν direction in τ decay) 

• τlep channels: Measure difference between (ℓ, τlep) 
collinear mass spectrum in μτlep and eτlep data

• Categories: mT(τhad, MET) vs. mT(e/μ, MET) 

• H→μτ BR limit: 1.4 × 10-2 obs. (1.0 × 10-2 exp.)

• H→eτ BR limit: 1.0 × 10-2 obs. (1.2 × 10-2 exp.)
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Figure 2: Distribution of the collinear mass Mcol for the H ! µt process in Mcol-fit analysis, in
the different channels and categories compared to the signal and background estimation. The
background is normalized to the best-fit values from the signal plus background fit while the
overlayed simulated signal corresponds to B(H ! µt) = 5%. The bottom panel in each plot
shows the fractional difference between the observed data and the fitted background. The left
column of plots corresponds to the H ! µth categories, from 0-jets (first row) to 2-jets VBF
(fourth row). The right one to their H ! µte counterparts.
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Figure 2: Distribution of the collinear mass Mcol for the H ! µt process in Mcol-fit analysis, in
the different channels and categories compared to the signal and background estimation. The
background is normalized to the best-fit values from the signal plus background fit while the
overlayed simulated signal corresponds to B(H ! µt) = 5%. The bottom panel in each plot
shows the fractional difference between the observed data and the fitted background. The left
column of plots corresponds to the H ! µth categories, from 0-jets (first row) to 2-jets VBF
(fourth row). The right one to their H ! µte counterparts.
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Figure 3: Distribution of the BDT output for the H ! µt process in the BDT-fit analysis, in
the different channels and categories compared to the signal and background estimation. The
background is normalized to the best-fit values from the signal plus background fit while the
simulated signal corresponds to B(H ! µt) = 5%. The bottom panel in each plot shows the
fractional difference between the observed data and the fitted background. The left column of
plots corresponds to the H ! µth categories, from 0-jets (first row) to 2-jets VBF (fourth row).
The right one to their H ! µte counterparts.
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Figure 3: Distribution of the BDT output for the H ! µt process in the BDT-fit analysis, in
the different channels and categories compared to the signal and background estimation. The
background is normalized to the best-fit values from the signal plus background fit while the
simulated signal corresponds to B(H ! µt) = 5%. The bottom panel in each plot shows the
fractional difference between the observed data and the fitted background. The left column of
plots corresponds to the H ! µth categories, from 0-jets (first row) to 2-jets VBF (fourth row).
The right one to their H ! µte counterparts.

• Both τlep and τhad channels, 
backgrounds modeled with 
MC and data sidebands

• Categories with 0, 1, and 2 jets, 
plus exclusive 2-jet VBF

• Train a signal vs. background 
BDT in each category with 
many kinematic discriminants 
(pT, mT, mass, ∆φ/η of e/μ/τ), 
used for signal extraction

• Parallel measurement only 
uses collinear mass (with ν) 
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H→μτ and H→eτ in CMS
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Figure 4: Observed and expected 95% CL upper limits on the B(H ! µt) for each individual
category and combined. Left: Mcol-fit analysis. Right: BDT-fit analysis.

Table 5: The expected and observed upper limits at 95% CL and best fit branching fractions in
percent for each individual jet category, and combined, in the H ! et process obtained with
the Mcol-fit analysis.

Expected limits (%)
0-jet 1-jet 2-jets VBF Combined

etµ < 0.94 < 1.21 < 3.73 < 2.76 < 0.71
eth < 1.52 < 1.93 < 3.55 < 1.76 < 0.97
et < 0.56

Observed limits (%)
0-jet 1-jet 2-jets VBF Combined

etµ < 1.27 < 1.26 < 3.90 < 1.78 < 0.85
eth < 1.53 < 2.07 < 3.65 < 3.39 < 1.31
et < 0.72

Best fit branching fractions (%)
0-jet 1-jet 2-jets VBF Combined

etµ 0.46 ± 0.43 0.07 ± 0.39 0.13 ± 1.13 -1.38 ± 1.03 0.21 ± 0.36
eth 0.18 ± 0.35 0.45 ± 0.60 0.29 ± 1.13 2.03 ± 0.47 0.51 ± 0.41
et 0.23 ± 0.24

• 4 × 2 × 2 × 2 = 32 measured channels

• No significant excess in individual 
channels or combination, for BDT or 
collinear mass analysis

• BDT expected limits a factor of 1.5 - 2  
lower than collinear mass alone

• Expected limits improved over 8 TeV
• H→μτ : 7.5 × 10-3 → 2.5 × 10-3 [2.5 obs.]

• H→eτ : 7.5 × 10-3 → 3.7 × 10-3 [6.2 obs.]

19

CL upper limits. The BDT-fit analysis is more sensitive than the Mcol-fit analysis, with limits
reduced by about a factor two.

Table 7: The observed and expected upper limits at the 95% CL and the best fit branching
fractions in percent for the H ! µt and H ! et processes, with the different selections.

Observed(Expected) limits (%) Best fit branching fraction (%)
Mcol-fit BDT-fit Mcol-fit BDT-fit

H ! µt <0.51 (0.49) % <0.25 (0.25)% 0.02 ± 0.20% 0.00 ± 0.12 %
H ! et <0.72 (0.56) % <0.61 (0.37) % 0.23 ± 0.24 % 0.30 ± 0.18 %

The constraints on B(H ! µt) and B(H ! et) can be interpreted in terms of LFV Yukawa
couplings [34]. The LFV decays et and µt arise at tree level from the assumed flavour violating
Yukawa interactions, Y`a`b where `a, `b denote the leptons, `a, `b = e, µ, t and `a 6= `b. The
decay width G(H ! `a`b) in terms of the Yukawa couplings is given by:

G(H ! `a`b) =
mH

8p

�
|Y`b`a |

2 + |Y`a`b |
2�,

and the branching fraction by:

B(H ! `a`b) =
G(H ! `a`b)

G(H ! `a`b) + GSM

.

The SM H decay width is assumed to be GSM = 4.1 MeV [71] for MH = 125 GeV. The 95%
CL upper limit on the Yukawa couplings derived from the expression for the branching frac-
tion above is shown in Table 8. The limits on the Yukawa couplings derived from the BDT-fit
analysis results are shown in Figure 8.

Table 8: 95% CL upper limit on the Yukawa couplings
Mcol-fit BDT-fitq

|Yµt|
2 + |Ytµ|

2 < 2.05 ⇥ 10�3 < 1.43 ⇥ 10�3
p
|Yet|

2 + |Yte|2 < 2.45 ⇥ 10�3 < 2.26 ⇥ 10�3

9 Summary
This article presents the search for LFV decays of the Higgs boson in the µt and et final states,
with the 2016 data collected by the CMS detector. The dataset analyzed corresponds to an in-
tegrated luminosity of 35.9 fb�1 of proton-proton collision data recorded at

p
s = 13 TeV. The

results are extracted by a fit to the output of a BDT trained to discriminate the signal from back-
grounds. The results are cross-checked with alternate analysis that fits the Mcol distribution
after applying selection criteria on kinematic variables. No evidence is found for LFV Higgs
boson decays. The observed (expected) limits on the branching fraction of the Higgs boson to
µt and to et are found to be less than 0.25(0.25)% and 0.61(0.37)%, respectively, at 95% confi-
dence level, and constitute a significant improvement with respect to the previously obtained
limits by CMS and ATLAS using 20 fb�1 of 8 TeV proton-proton collision data. Upper limits on
the off-diagonal µt and et Yukawa couplings are derived from these constraints on the branch-
ing ratios, and found to be

q
|Yµt|

2 + |Ytµ|
2 < 1.43 ⇥ 10�3 and

p
|Yet|

2 + |Yte|2 < 2.26 ⇥ 10�3

at 95% CL.
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H→μμ
• “Rare” decay with closest-to-SM sensitivity

• If found, will provide first direct evidence of 
Higgs coupling to non-3rd generation fermions

• ATLAS and (new!) CMS results on 13 TeV data 

• Clean signature, good mass resolution
• Backgrounds mostly from Z+jets and ttbar

• Similar strategies in ATLAS and CMS
• Muons in barrel have the best pT resolution

• Categorize using kinematics of μμ system (pT, 
∆φ, and/or ∆η) to separate ggH from Z+jets

• Distinct VBF signal region(s) with forward jets

• S+B fit to m(μμ) distribution in each category
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Figure 1: Observed and simulated mµµ distributions in the inclusive signal region. The expected signals are scaled by
a factor of 100. The total background prediction is normalized to the observed data yield, while the relative fractions
between the di↵erent processes are fixed to the SM predictions. The error band only reflects the statistical and
experimental uncertainties in the MC background prediction, while the theoretical uncertainties are not included.

denoted by j1 ( j2). Among those variables, the most sensitive ones are dijet invariant mass (m j j), pµµT ,
di↵erence in pseudorapidity �⌘ j j, and angular distance �R j j between the two jets. Other variables with
less discriminating power include transverse momentum of the dijet system (p j j

T ), Emiss
T , scalar pT sum of

muons and jets (S T), pT of the system containing two muons and one or two jets (pµµ j1
T , pµµ j2

T and pµµ j j
T ),

rapidity di↵erence between the dimuon system and the jets (�yµµ, j1 , �yµµ, j2 and �yµµ, j j), and “centrality”,
defined as the di↵erence between the dimuon rapidity and the averaged jet rapidity divided by the absolute
rapidity di↵erence between j1 and j2. The MC modeling of these variables for the Drell-Yan process is
compared with data in the region with 76 GeV <mµµ < 106 GeV, and no significant mismodeling is found.
All these variables are combined into a multivariate discriminant, which is then trained using MC events
with a boosted-decision-tree (BDT) method [46–48] to maximize the separation between the VBF signal
and the total background. Events with a larger BDT score are more signallike, while background events
tend to populate the low BDT score region. Finally, events with BDT score � 0.9 constitute one of the
VBF categories (“VBF tight”), and the other one (“VBF loose”) is defined with 0.7 < BDT score < 0.9.

The remaining events that are not selected for the VBF categories all enter into the ggF categories. Sig-
nal events from the ggF process tend to have a harder pµµT spectrum than Drell-Yan events due to the
higher initial-state QCD radiation. To take advantage of this feature, events are separated into three pµµT
categories: “low pµµT ” (pµµT  15 GeV), “medium pµµT ” (15 GeV < pµµT < 50 GeV), and “high pµµT ” (pµµT
� 50 GeV). Since the muon momentum resolution in the barrel region (|⌘|  1.05) is better than that in
the end cap regions (1.05 < |⌘| < 2.7), events in each pT category are further divided according to the
pseudorapidities of the muons. Requiring both muons to have |⌘|  1 forms the “central” category, while
the remaining events constitute the “noncentral” category.

Table 1 shows the expected signal and background event yields as well as the observed number of data
events within an mµµ interval in each category. Each chosen interval is centered at the simulated signal
peak and contains 90% of the expected signal events. These numbers are provided to demonstrate the
expected detection sensitivity, while in the final results, the signal and background yields are determined

4

4

Table 1: The optimized event categories, the product of acceptance and selection efficiency
(Ae) in % for the different production processes, the expected number of SM signal events
(mH = 125 GeV), the estimated number of background events at 125 GeV, the full width at half
maximum (FWHM) of the signal peak, the background functional fit form as explained in the
text and the S/

p
B within FWHM.

Index BDT quantile Max. muon |h| ggH VBF WH ZH ttH Signal Bkg./GeV FWHM Bkg. functional S/
p

B

[%] [%] [%] [%] [%] @125GeV [GeV] fit form @ FWHM

0 0 � 8% |h| < 2.4 4.9 1.3 3.3 6.3 31.9 21.2 3150.5 4.2 mBW ·Bdeg4 0.12
1 8 � 39% 1.9 < |h| < 2.4 5.6 1.7 3.9 3.5 1.3 22.3 1327.5 7.3 mBW ·Bdeg4 0.16
2 8 � 39% 0.9 < |h| < 1.9 10.3 2.8 6.5 6.4 5.2 41.1 2222.2 4.1 mBW ·Bdeg4 0.29
3 8 � 39% |h| < 0.9 3.2 0.8 1.9 2.1 3.5 12.7 775.9 2.9 mBW ·Bdeg4 0.17
4 39 � 61% 1.9 < |h| < 2.4 2.9 1.7 2.7 2.7 0.3 11.8 435.0 7.0 mBW ·Bdeg4 0.14
5 39 � 61% 0.9 < |h| < 1.9 7.2 3.3 6.1 5.2 1.3 29.2 955.9 4.1 mBW ·Bdeg4 0.31
6 39 � 61% |h| < 0.9 3.6 1.1 2.6 2.2 0.9 14.5 479.3 2.8 mBW ·Bdeg4 0.26
7 61 � 76% 1.9 < |h| < 2.4 1.2 1.5 1.8 1.7 0.2 5.2 146.6 7.6 mBW ·Bdeg4 0.11
8 61 � 76% 0.9 < |h| < 1.9 4.8 3.6 4.5 4.4 0.7 20.3 514.3 4.2 mBW ·Bdeg4 0.29
9 61 � 76% |h| < 0.9 3.2 1.6 2.3 2.1 0.6 13.1 319.7 3.0 mBW 0.28
10 76 � 91% 1.9 < |h| < 2.4 1.2 3.1 2.2 2.1 0.2 5.8 102.4 7.2 Sum Exp(n=2) 0.14
11 76 � 91% 0.9 < |h| < 1.9 4.4 8.7 6.2 6.0 1.1 20.3 363.3 4.2 mBW 0.34
12 76 � 91% |h| < 0.9 3.1 4.0 3.8 3.6 0.9 13.7 230.0 3.2 mBW ·Bdeg4 0.34
13 91 � 95% |h| < 2.4 1.7 6.4 2.5 2.6 0.5 8.6 95.5 4.0 mBW 0.28
14 95 � 100% |h| < 2.4 2.0 19.4 1.5 1.4 0.7 13.7 82.4 4.2 mBW 0.47
overall 59.1 61.1 51.8 52.3 49.2 253.3 12 961.5 3.9 0.75
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Figure 2: Signal model compared to MC predictions, weigthed sum of the contribution from
all process and all categories (left), and for one of the best mass resolution, category 6, (right)
normalised to unity.



Andrew Brinkerhoff

H→μμ in ATLAS

17

by fitting the observed mµµ distributions.

S B S /
p

B FWHM (GeV) Data
Central low pµµT 11 8000 0.12 5.6 7885
Noncentral low pµµT 32 38000 0.16 7.0 38777
Central medium pµµT 23 6400 0.29 5.7 6585
Noncentral medium pµµT 66 31000 0.37 7.1 31291
Central high pµµT 16 3300 0.28 6.3 3160
Noncentral high pµµT 40 13000 0.35 7.7 12829
VBF loose 3.4 260 0.21 7.6 274
VBF tight 3.4 78 0.38 7.5 79

Table 1: Event yields for the expected signal (S ) and background (B) processes, and numbers of the observed data
events in di↵erent categories. The full widths at half maximum (FWHM) of the signal mµµ distributions are also
shown. In each category, the event yields are counted within an mµµ interval, which is centered at the simulated
signal peak and contains 90% of the expected signal events. The expected signal event yields are normalized to
36.1 fb�1. The background in each category is normalized to the observed data yield, while the relative fractions
between the di↵erent processes are fixed to the SM predictions.

Analytical models are used to describe the mµµ distributions for both the signal and background processes.
To describe the Higgs boson peak with a lower-mass tail due to final-state photon radiation, the signal
model is chosen as the sum of a Crystal Ball function (CB) [49] and a Gaussian function (GS):

PS(mµµ) = fCB ⇥ CB(mµµ,mCB,�CB,↵, n)

+ (1 � fCB) ⇥ GS
⇣
mµµ,mGS,�

S
GS

⌘
,

where fCB is the fraction of the CB contribution when each component (CB or GS) is normalized to
unity. The parameters ↵ and n define the power-law tail of the CB distribution. The parameters mCB,
mGS, �CB, and �S

GS denote the CB mean value, GS mean value, CB width, and GS width, respectively.
These parameters are determined for each signal category by fitting the signal model to the simulated
mµµ spectrum. In each category, the ggF, VBF, and VH signal shapes are obtained separately and then
combined into the total signal shape according to their SM predictions.

The background model should be able to describe the steeply falling mµµ distributions from the dominant
Drell-Yan process. At the same time, it should have su�cient flexibility to absorb potential di↵erences
between data and MC simulation, and allow variations in the mµµ spectra due to di↵erent selections and
additional contributions from minor background processes. The adopted model is the sum of a Breit-
Wigner function (BW) convolved with a GS, and an exponential function divided by a cubic function:

PB(mµµ) = f ⇥ [BW(mBW,�BW) ⌦ GS(�B
GS)](mµµ)

+ (1 � f ) ⇥ eA·mµµ/m3
µµ,

where f is the fraction of the BW component when each component is normalized to unity. The �B
GS

parameter in each category is fixed to the corresponding average mµµ resolution as determined from
MC Drell-Yan events. For all the categories, the BW parameters are fixed to mBW = 91.2 GeV and
�BW = 2.49 GeV [50]. The parameters f and A are unconstrained and uncorrelated between di↵erent
categories.

5

• 2 categories from BDT targeting VBF Higgs,   
6 cut-based categories targeting ggH, reject 
ttbar background with b-jet veto

• Background m(μμ) fit analytically in data
• Breit-Wigner × Gaussian × exponential / cubic

• Bias evaluated against Z+jets MC

• 7+8+13 TeV BR limit: 6.2 obs. (6.4 exp.) × 10-4

mll

En
tri

es
 / 

G
eV

0

5

10

15

20

25

30

35

VBF tight
/ndof = 30.7/482χ

-1 = 13 TeV, 36.1 fbs
ATLAS

Data
Background model

 20×Signal 

 [GeV]µµm
110 115 120 125 130 135 140 145 150 155 160

 
 (d

at
a)

σD
at

a 
- f

it

4−
2−
0
2
4

Figure 2: Background-only fit to the observed mµµ distribution in the VBF tight category. Only the statistical
uncertainties are shown for the data points. The expected signal is scaled by a factor of 20.

uncertainty, while the impact of the systematic uncertainties is found to be 2.2%. When combined with
the ATLAS Run 1 data, the observed (expected) upper limit is 2.8 (2.9) at the 95% C.L.. The correspond-
ing measured signal strength is µS = �0.1 ± 1.4. The theoretical and experimental uncertainties in the
expected signal and the background modeling uncertainty are correlated in the combination.

To conclude, a search for the dimuon decay of the Higgs boson is performed using 36.1 fb�1 of data
collected with the ATLAS detector in pp collisions at

p
s =13 TeV at the LHC. No significant excess is

observed in data, and an upper limit is set on the signal strength.
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distribution is shown in Fig. 1.97
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Figure 1: The transformed BDT output distribution in data and MC. The stacked solid his-
tograms represent the background processes, while the stacked empty histograms represent
the signal distributions. The solid circular markers are the data and the statistical error associ-
ated to them.

Another single decision tree combines the BDT score with the expected dimuon mass resolution98

gauged by the largest pseudorapidity (|h|) of the two muons, to create the final categorization.99

The best mass resolution is obtained when both muons are located in the central part of the100

detector (|h|< 0.9), where the muon momentum resolution is roughly constant, and degrades101

when one of the muons is more forward, especially in the far forward region, |h|>1.9. The cat-102

egories obtained from the decision tree are simplified to ease interpretation. Some categories103

with similar performance are merged together. The analysis sensitivity remains unchanged104

after these simplifications. The final 15 categories are shown in Table 1. The MC simulation105

is used to optimize the event categories and estimate the selection efficiency for signal events.106

When performing the final signal extraction from the dimuon mass spectrum, the shape and107

normalization of the SM background contributions are obtained from data. Small discrepancies108

between the detector simulation and data are accounted for by applying corresponding correc-109

tion factors [36] on muon identification, isolation, b-tagging and trigger efficiency to each sim-110

ulated sample. The product of signal acceptance and efficiency for the H!µ+µ� signal varies111

depending on the SM production process. For a Higgs boson mass of 125 GeV, the product of112

acceptance and selection efficiency for each category is shown in Table 1.113

The invariant mass of the signal is modeled using empirical parametric shapes. For each cate-114

gory and for each production process the simulated dimuon invariant mass distribution is fit115

at 120, 125, and 130 GeV mass points and the fit parameters are interpolated for masses within116

that range.117

The shape model is composed of a sum of up to three Gaussian functions, which allows a118

good description of the distributions including the tails [37]. The results of this procedure are119

shown in Fig. 2 for all categories together (left) and for one of the categories with the best mass120

resolution (right).121

The invariant mass distribution of the background primarily follows the smoothly decreasing122

H→μμ in CMS
• Two-stage categorization: BDT + muon η

• Inclusive BDT for all signal vs. all bkg.
• Only variables un-correlated to m(μμ)

• ggH somewhat separated from Z+jets

• ttbar rejected with jet b-tagging

• VBF signal events have highest BDT score

• Mass resolution by maximum muon |η|
• Custom signal vs. background decision tree 

combines BDT and η info to generate categories 
with optimal expected signal sensitivity

• 15 categories based on 7 BDT and 3 η regions

18
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• Background fit functions vary by category
• Modified Breit-Wigner × polynomial (order 0 - 4), 

sum of 2 exponentials

• Chosen to minimize bias relative to pseudo-data 
generated by 10 other functions: Breit-Wigners, 
exponentials, NNLO FEWZ template, polynomials

• 7+8+13 TeV limt: 5.7 obs. (5.1 exp.) × 10-4, 2.6 (2.1) × SM
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Higgs decays to BSM particles

• Many possible H→X1X2 decays, where Xs are neutral BSM particles

• X→SM or BSM particles: multiple μ, τ, or (b)-jet objects (plus MET) 

• Mostly lower pT, sometimes highly collimated (for low X masses) - 
usually need unique triggering and offline reconstruction

• Huge phase space, highly specialized analyses: What to prioritize?

20

https://arxiv.org/
abs/1312.4992/
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FIG. 2: The exotic Higgs decay topologies we consider in this document, along with the labels

we use to refer to them. Every intermediate line in these diagrams represents an on-shell, neutral

particle, which is either a Z-boson or a BSM particle.

parentheses we list the section numbers where a particular decay mode will be discussed in

more detail. A pair of particles in parentheses denotes that they form a resonance.

• h ! 2

This topology occurs for Higgs decays into BSM particles with a lifetime longer than

detector scales. It includes h ! invisible decays [24, 46–48] and, in principle, h ! R-

hadrons, although the latter scenario is strongly constrained. In this paper, we consider

only:

1. h ! invisible (E/T ) (§2)

• h ! 2 ! 3

Here the Higgs decays to one final-state particle that is detector-stable and another

one that decays promptly or with a displaced vertex. Possibilities include

1. h ! � + E/T (§12).

2. h ! (bb) + E/T (§18).

3. h ! (⌧⌧) + E/T (§19).
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H→BSM particle analyses
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Decay mode ATLAS CMS
Dataset ID Link Dataset ID Link

H→aa→4b 3.2 fb-1, 13 TeV EPJC 76 1606.08391 - - - - - - - - - - - - - - -

H→aa→μμbb - - - - - - - - - - - - - - -

20 fb-1, 8 TeV JHEP 10 1701.02032H→aa→μμττ 20 fb-1, 8 TeV PRD 92 1505.01609

H→aa→4τ - - - - - - - - - - - - - - -

H→aa→4μ
36 fb-1, 13 TeV CONF-17-042 cds:2273848 

20 fb-1, 8 TeV PLB 744 1506.00424 

H→Z(d)Zd→4ℓ - - - - - - - - - - - - - - -

H→Gχ→GGγ
20 fb-1, 8 TeV CONF-15-001 cds:1988425

20 fb-1, 8 TeV PLB 753 1507.00359

H→χχ→GγGγ - - - - - - - - - - - - - - -

H→fdfd→4ℓ+χ
3.2 fb-1, 13 TeV CONF-16-042 cds:2206083 - - - - - - - - - - - - - - -

H→fdfd→8ℓ+χ

• Eclectic set of final states, not much overlap between ATLAS andCMS, 
just one analysis so far with full 13 TeV dataset

https://arxiv.org/abs/1606.08391
https://arxiv.org/abs/1701.02032
https://arxiv.org/abs/1505.01609
http://cds.cern.ch/record/2273848
http://arxiv.org/abs/1506.00424
https://cds.cern.ch/record/1988425
https://arxiv.org/abs/1507.00359
https://cds.cern.ch/record/2206083
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H→aa / ZdZd→4μ (low mass)
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Figure 1: Exotic Higgs boson decays to four leptons induced by intermediate dark vector bosons via (left) the
hypercharge portal and (right) the Higgs portal, where S is a dark Higgs [12]. The Zd gauge boson decays to SM
particles through kinetic mixing with the hypercharge field or through mass mixing with the Z boson. The HZZd
vertex factor is proportional to ✏ whereas the HZdZd vertex factor is proportional to .

2.2 Pseudoscalar boson model

Another possibility to extend the Standard Model with a hidden sector is to consider two Higgs doublet
models extended by one complex scalar singlet field (2HDM+S) [13].

Two Higgs doublet models predict two charged scalars (H±), two neutral scalars (H, H) and one neutral
pseudoscalar (A). The real mass eigenstate H is considered to be the observed Higgs boson, while other
states are taken to be heavy in the decoupling limit to ensure that highly non-standard Higgs decays (e.g.
involving CP-violation) which are significantly constrained by existing data, are avoided [54, 55]. The
scalar singlet added to 2HDM only couples to the two Higgs complex fields in the potential and has no
direct Yukawa couplings. Therefore, all of its couplings to SM fermions are acquired through mixing of
the scalar field with the Higgs complex fields, which needs to be small to preserve the SM-like nature of
the Higgs sector.

Under these assumptions, the decay H ! aa is allowed, where a is a light pseudoscalar mass eigenstate
mostly composed of the imaginary part of the singlet field3. The aforementioned constraints on two
Higgs doublet models can be incorporated in the 2HDM+S by choosing a region of the 2HDM phase
space not yet excluded, and giving the real and imaginary components of the singlet separate masses
and small mixings to the Higgs doublets. The branching ratios of a into fermions are determined by
the Yukawa-like couplings of a to fermions, and lead to a rich decay phenomenology [13], albeit with
typically negligible branching ratio to pairs of electrons, and smaller branching ratios to pairs of muons
than the dark vector bosons described in the previous section. Among all the models predicting di↵erent
decay possibilities, type II 4 are theoretically well motivated, since light pseudoscalars can correspond to
the R-symmetry limit of the NMSSM [56, 57], which elegantly solves the µ-problem of the MSSM [58]
and greatly reduces the fine-tuning and little hierarchy problems. Furthermore, the NMSSM can have a
significant branching ratio for H ! aa. Type II models can also predict a significant branching ratio for
a ! µµ, especially in the range 2mµ < ma < 2m⌧, with values ranging from 10�2 to 10�1 for some
regions of the parameter space [13].

Several searches for a Higgs boson decaying to electrons, muons, taus or b-jets via two pseudoscalars
have been performed at both the LHC and the Tevatron [41, 59–62]. These searches have led to limits on

3 a = cos ✓aS I + sin ✓aA, where ✓a ⌧ 1 is a small mixing angle and S I is the imaginary part of the complex singlet field.
4 dR and eR couple to H1, uR to H2, where H1 and H2 are the two Higgs doublets. See Ref. [13] for more information.
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models extended by one complex scalar singlet field (2HDM+S) [13].

Two Higgs doublet models predict two charged scalars (H±), two neutral scalars (H, H) and one neutral
pseudoscalar (A). The real mass eigenstate H is considered to be the observed Higgs boson, while other
states are taken to be heavy in the decoupling limit to ensure that highly non-standard Higgs decays (e.g.
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scalar singlet added to 2HDM only couples to the two Higgs complex fields in the potential and has no
direct Yukawa couplings. Therefore, all of its couplings to SM fermions are acquired through mixing of
the scalar field with the Higgs complex fields, which needs to be small to preserve the SM-like nature of
the Higgs sector.

Under these assumptions, the decay H ! aa is allowed, where a is a light pseudoscalar mass eigenstate
mostly composed of the imaginary part of the singlet field3. The aforementioned constraints on two
Higgs doublet models can be incorporated in the 2HDM+S by choosing a region of the 2HDM phase
space not yet excluded, and giving the real and imaginary components of the singlet separate masses
and small mixings to the Higgs doublets. The branching ratios of a into fermions are determined by
the Yukawa-like couplings of a to fermions, and lead to a rich decay phenomenology [13], albeit with
typically negligible branching ratio to pairs of electrons, and smaller branching ratios to pairs of muons
than the dark vector bosons described in the previous section. Among all the models predicting di↵erent
decay possibilities, type II 4 are theoretically well motivated, since light pseudoscalars can correspond to
the R-symmetry limit of the NMSSM [56, 57], which elegantly solves the µ-problem of the MSSM [58]
and greatly reduces the fine-tuning and little hierarchy problems. Furthermore, the NMSSM can have a
significant branching ratio for H ! aa. Type II models can also predict a significant branching ratio for
a ! µµ, especially in the range 2mµ < ma < 2m⌧, with values ranging from 10�2 to 10�1 for some
regions of the parameter space [13].

Several searches for a Higgs boson decaying to electrons, muons, taus or b-jets via two pseudoscalars
have been performed at both the LHC and the Tevatron [41, 59–62]. These searches have led to limits on

3 a = cos ✓aS I + sin ✓aA, where ✓a ⌧ 1 is a small mixing angle and S I is the imaginary part of the complex singlet field.
4 dR and eR couple to H1, uR to H2, where H1 and H2 are the two Higgs doublets. See Ref. [13] for more information.
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Figure 1: Distribution of the invariant masses m1µµ vs. m2µµ for the isolated dimuon events
following the application of all constraints except the m1µµ ' m2µµ requirement of compatibility
within the detector resolution. The compatible diagonal signal region (outlined with dashed
lines) contains one data event (triangle) at m1µµ = 0.33 GeV and m2µµ = 0.22 GeV. There are
also nine data events (white circles) which fail the m1µµ ' m2µµ compatibility requirement. The
color scale indicates the expected SM background in range 2mµ < m1µµ, m2µµ < 2mt.

have a common vertex and an invariant mass consistent with that of the J/y particle. Events
are further required to contain at least four reconstructed muons with pT > 3.5 GeV, which
form dimuon pairs. This control sample does not specifically require that the dimuons satisfy
the requirement Isum < 2 GeV since Isum is used to separate the contribution of “prompt” and
“nonprompt” (from b quark decays) J/y in data. Finally, both dimuons are required to have an
invariant mass between 2.8 and 3.3 GeV. Following these requirements the data sample con-
sists of events containing prompt and nonprompt J/y. To subtract the nonprompt component,
two independent methods have been studied: the first one divides the control sample based on
the values of the isolation variable Isum for each of the two dimuons in each event. The number
of events in which both dimuons satisfy the requirement Isum < 2 GeV is extrapolated from
the regions in which at least one of the dimuons fails this requirement. The second approach
uses the lifetime of J/y candidate, calculated under the hypothesis of it being produced at the
beam line, as a discriminating variable. The data distribution is fitted in the isolated region
using prompt and nonprompt templates from simulation and nonisolated sideband in data, re-
spectively. Both approaches give consistent results within the associated uncertainties and the
results of the isolation-based method are used in the final analysis. There are two mechanisms
for the production of prompt double J/y events: single- and double-parton scattering (SPS and
DPS, respectively), corresponding to whether the two J/y mesons are produced from one or
two independent parton interactions. The number of prompt events in the control region are
further separated into SPS and DPS components using the J/y rapidity difference as the dis-

• H→aa→4μ (CMS 8 TeV)
• 2 m(μ) < m(a) < 2 m(τ) : highest BR(a→μμ)

• |m1(μμ) - m2(μμ)| < 0.13 GeV + 0.033 × (m1+m2)

• Count events over bb, J/ψ, and Z/γ* background

• 1 event observed over 2.2 ± 0.7 expected bkg.

• H→aa / ZdZd→4μ (ATLAS 13 TeV, 36 fb-1)

• 0.88 < m(μμ) < 15 GeV, 120 < m(4μ) < 130 GeV

• m2(μμ) / m1(μμ) > 0.85, veto J/ψ and Υ

• Bkg. ~30% ZZ*, ~29% H→ZZ*, ~19% VVV, 
remainder from multi-b events

• 0 events observed over 0.4 ± 0.1 expected bkg.

SR data

bb bkg.

J/ψ bkg.

Z/γ* 
bkg.
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High Mass selection Low Mass selection
Process (for 15 GeV < mX < 60 GeV) (for 1 GeV < mX < 15 GeV)
ZZ⇤ ! 4` 0.8 ± 0.1 0.10 ± 0.01
H ! ZZ⇤ ! 4` 2.6 ± 0.3 0.1 ± 0.1
EWK6 0.51 ± 0.18 0.06 ± 0.03
Z + (tt̄/J/ /⌥)! 4` 0.004 ± 0.004 –
Heavy Flavour – 0.07 ± 0.04
Reducible background 0 ± 0 –
Total 3.9 ± 0.3 0.4 ± 0.1
Data 6 0

Table 3: Expected event yields of the SM background processes and observed data in the two H ! XX ! 4`
selections. The uncertainties include statistical and systematic components (systematic uncertainties are discussed
in Section 7).

observed outside of this mass window, on an MC-based prediction of 15 ± 2 events from non-resonant
SM ZZ processes. These 16 events are shown in validation region VR4 in figure 2.
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Figure 4: Distributions of hm``i = 1
2 (m12 + m34) in the signal regions of (a) the high-mass selection, and (b) the

low-mass selection. The example signal distributions in Figure (a) correspond to the expected yield if the branching
ratio BR(H ! ZdZd ! 4`) is 10% of the size of the SM BR(H ! ZZ⇤ ! 4`) prediction, and the H production
cross section corresponds to the SM prediction.

9 Interpretation and discussion

With the results from section 8 not showing evidence for the signal processes of H ! ZZd ! 4` and
H ! XX ! 4`, the results are interpreted in terms of the benchmark models presented in section 2.

For the H ! ZZd ! 4` analysis, the signal shape is obtained directly from simulation using the Z(d)Zd
benchmark model [12, 13]. For the H ! XX ! 4` analysis, a simple Gaussian model is used for a
generic signal in the hm``i observable, with the mean and standard deviation depending on mass scale and
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Figure 3: Measured data events compared to the expected background in the m34 distribution for the events in the
mass range m4` 2 [115, 130] GeV after the H ! ZZd ! 4` selection. Uncertainties are only statistical. The signal
shape has been taken from the ZZd benchmark model [12, 13] and its normalisation corresponds to the expected
yield if the branching ratio BR(H ! ZZd ! 4`) is equal to the size of the SM BR(H ! ZZ⇤ ! 4`) prediction, and
the H production cross section corresponds to the SM prediction.

High Mass selection
Process (for 15 GeV < mZd

< 55 GeV)
ZZ⇤ ! 4` 26 ± 2
H ! ZZ⇤ ! 4` 56 ± 6
Z+jets, tt̄ 4.8 ± 1.1
tt̄V , VVV 0.4 ± 0.1
Total 87 ± 7
Data 102

Table 2: Expected event yields of the SM background processes and observed data in the H ! ZZd ! 4` se-
lection. The uncertainties include statistical and systematic components (systematic uncertainties are discussed in
Section 7).

The biggest deviation from the Standard Model expectation is from a single event at hm``i ⇡ 20 GeV, with
a local significance of 3.8�. The corresponding global significance is approximately 2.8�, estimated
using the likelihood test statistic tail probability approximation described in Ref. [113].

The m12 and m34 distributions of the selected events are shown in figure 5. Figure 5(a) shows, for the
high-mass selection, the events that fail the Z veto cut of the high-mass selection, which required the
alternative-pairing masses m32 and m14 (relevant only to the 4e and 4µ channels) to be less than 75 GeV.
This requirement has a significant impact on signal e�ciency (up to ⇡ 40% loss) for mX just above
15 GeV, but is applied in this analysis to mitigate against any small contributions from SM processes
involving Z-boson production with large cross sections. The 25 events that fail this veto are shown in
validation region VR1 in figure 2, where there is a total background prediction of 38 ± 3. Figure 5(b)
is a complementary plot for the low-mass selection, and shows that there is no evidence of a signal-like
resonance even outside of the 120 GeV < m4` < 130 GeV window applied in this selection: 16 events are
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The biggest deviation from the Standard Model expectation is from a single event at hm``i ⇡ 20 GeV, with
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using the likelihood test statistic tail probability approximation described in Ref. [113].

The m12 and m34 distributions of the selected events are shown in figure 5. Figure 5(a) shows, for the
high-mass selection, the events that fail the Z veto cut of the high-mass selection, which required the
alternative-pairing masses m32 and m14 (relevant only to the 4e and 4µ channels) to be less than 75 GeV.
This requirement has a significant impact on signal e�ciency (up to ⇡ 40% loss) for mX just above
15 GeV, but is applied in this analysis to mitigate against any small contributions from SM processes
involving Z-boson production with large cross sections. The 25 events that fail this veto are shown in
validation region VR1 in figure 2, where there is a total background prediction of 38 ± 3. Figure 5(b)
is a complementary plot for the low-mass selection, and shows that there is no evidence of a signal-like
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H→Z(d)Zd→4ℓ (high mass)
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• H→ZdZd→4ℓ (ATLAS 13 TeV, 36 fb-1)
• 15 < m(Zd) < 60 GeV, 120 < m(4ℓ) < 130 GeV

• m2(ℓℓ) / m1(ℓℓ) > 0.85, veto J/ψ, Υ, and Z

• Bkg. ~29% ZZ*, ~63% H→ZZ*, ~17% VVV

• 6 observed over 3.9 ± 0.3 expected bkg.

• H→ZZd→4ℓ (ATLAS 13 TeV, 36 fb-1)
• 50 < m(Z) < 106 GeV, 12 < m(Zd) < 115 GeV, 

115 < m(4ℓ) < 130 GeV, veto J/ψ

• Bkg. ~30% ZZ*, ~64% H→ZZ*, ~6% non-
prompt leptons from Z+jets/ttbar/WZ

• 102 observed over 87 ± 7 expected bkg.
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H→aa, a→μμ/ττ/bb
• H→aa→bbbb (ATLAS 13 TeV, 3.2 fb-1)

• WH, W→ℓν to trigger, 20 < m(a) < 60 GeV

• Sig. vs bkg. BDT including m(3b) and m(4b)

• H→aa→μμbb/μμττ (CMS 8 TeV, 20 fb-1)
• 15 < m(a) < 65 GeV, 100 < m(μμττ) < 150 GeV

• Find m(a) with m(μμ) peak over poly. bkg.

• ATLAS μμττ scans down to m(a) = 3.7 GeV, 
includes J/ψ and Υ resonances in bkg. model

• H→aa→ττττ (CMS 8 TeV, 20 fb-1)
• 5 < m(a) < 15 GeV, at least one a→τμτX decay

• Trigger on μ from high-pT τμ, or VH, V→μν/μμ

• Special reconstruction for τμτX merged object 
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14 6 Systematic uncertainties

branching fraction of 10% is assumed for h ! aa. The a boson is assumed to decay only to lep-
tons (B(a ! t+t�) + B(a ! µ+µ�) + B(a ! e+e�) = 1), using Eq. (1). Combining all final
states, 19 events are observed while 20.7 ± 2.2 are expected in the absence of signal. The ex-
pected signal yield, assuming the normalization described above, ranges from 3.1 to 8.2 events
over the probed mass range, as detailed in Table 5.
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Figure 3: Background and signal (ma = 35 GeV) models, scaled to their expected yields, for
the combination of all final states (µ+µ�t+

e t�
e , µ+µ�t±

e t⌥
µ , µ+µ�t±

e th
⌥, µ+µ�t±

µ th
⌥, and

µ+µ�th
+th

�) in the search for h ! aa ! 2µ2t decays. The two components of the back-
ground model, ZZ and reducible processes, are drawn. The signal sample is scaled with sh as
predicted in the SM, assuming B(h ! aa) = 10%, and considering decays of the pseudoscalar
a boson to leptons only (B(a ! t+t�) +B(a ! µ+µ�) +B(a ! e+e�) = 1) using Eq. (1). The
results are shown after a simultaneous maximum likelihood fit in all five channels that takes
into account the systematic uncertainties described in Section 6.

6 Systematic uncertainties

The statistical interpretation of the analyses takes into account several sources of systematic
uncertainties, included in the likelihood function as nuisance parameters following log-normal
distributions in the case of yield uncertainties. Uncertainties related to the modeling of back-
grounds estimated from data have already been discussed for the three independent analyses
in Sections 3, 4, and 5, and will only be partially described here. Other systematic uncertainties
are detailed in the following subsections, and summarized in Table 6.

6.1 Systematic uncertainties common to all analyses

Systematic uncertainties common to all analyses include the uncertainties in the trigger effi-
ciency (between 0.2 and 4.2% depending on the analysis and on the process), the lepton iden-
tification and isolation efficiencies (6% for every th [76], between 0.5 and 1.5% for muons, 2%
for electrons), all evaluated with tag-and-probe methods [88] in Drell-Yan data and simulated
samples. The uncertainties associated with the data-to-simulation correction factor for the b
tagging efficiencies and misidentification rates are also propagated as systematic uncertain-
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Figure 1: Comparison of data with the SM background predictions for the distributions of (a) mbbb, (b) mbbbb and
(c) �mbb

min in the sample that is inclusive in number of jets and b-tagged jets. Distributions for the signal model
(WH, H ! 2a ! 4b), with ma = 60 GeV, normalised to the SM pp ! WH cross section, assuming BR(H ! aa)
⇥ BR(a ! bb)2 = 1 and scaled by a factor of 1000, are overlaid. The hashed area represents the total uncertainty
in the background. Comparisons use events with � 3 jets, except when at least four jets are necessary to define the
variable, in which case events with � 4 jets are used. The last bin contains the overflow. Markers are not drawn if
they are outside the y-axis range.
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Conclusions and questions
• Searches for H→ℓℓ well-advanced at both CMS and ATLAS

• H→μμ sensitivity now close to 2 × SM!

• How low do we need to push limits on processes we don’t expect to 
see (in the SM) at the LHC, e.g. ee, flavor-violating?

• H→γ*γ and Zγ limits already < 7 × SM, searches will likely 
continue until we find them

• H→vector meson+γ long time to reach SM sensitivity, some never

• How interesting are these searches right now?

• H→BSM coverage hit-or-miss, analyses technically challenging

• Which are the most interesting channels, providing unique insight?

• How much will indirect constrains limit this phase space anyway?

25



Andrew Brinkerhoff

BACKUPS

26



Andrew Brinkerhoff
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Figure 16: Observed (solid line) and expected (dashed line) negative log-likelihood scan of BBSM, shown for the
combination of ATLAS and CMS when allowing additional BSM contributions to the Higgs boson width. The
results are shown for the parameterisation with the assumptions that |V |  1 and BBSM � 0 in Fig. 15. All
the other parameters of interest from the list in the legend are also varied in the minimisation procedure. The red
horizontal line at 3.84 indicates the log-likelihood variation corresponding to the 95% CL upper limit, as discussed
in Section 3.2.

6.2. Parameterisation assuming SM structure of the loops and no BSM decays

In this section it is assumed that there are no new particles in the loops entering ggF production and
H ! �� decay. This assumption is supported by the measurements of the e↵ective coupling modifiers
g and �, which are consistent with the SM predictions. The cross section for ggF production and the
branching fraction for the H ! �� decay are expressed in terms of the coupling modifiers of the SM
particles in the loops, as indicated in Table 4. This leads to a parameterisation with six free coupling
modifiers: W , Z , t, ⌧, b, and µ; the results of the H ! µµ analysis are included for this specific case.
In this more constrained fit, it is also assumed that BBSM = 0.

Figure 18 and Table 18 show the results of the fit for the combination of ATLAS and CMS, and separately
for each experiment. Compared to the results from the fitted decay signal strengths (Table 13) or the global
signal strength µ = 1.09 ± 0.11 (Section 5.1), this fit yields values of the coupling modifiers lower than
those predicted by the SM. This is a consequence of the low value of b, as measured by the combination
of ATLAS and CMS and by each experiment. A low value of b decreases the total Higgs boson width
through the dominant �bb partial decay width, and, as a consequence, the measured values of all the

41

Non-SM branching

• ATLAS+CMS combination 
from 7 and 8 TeV data restrict 
non-SM Higgs decay fraction 
to < 34% with 95% confidence

• Simultaneous fit to Z, W, t, b, and 
τ couplings, plus effective γ and 
gluon “couplings”, using 
measured production cross 
sections × branching fractions

• Assumes |κW| ≤ 1 and |κZ| ≤ 1, 
κW and κZ have the same sign
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Figure 8: (a) The |��(Emiss
T , �)| distribution in regions A and C, and (b) Emiss

T distribution in the signal
region. The ‘Others’ contribution comprises of top and diboson (WW, WZ, ZZ) production. The filled
and hashed regions represent the background yield and the statistical uncertainty on the total background
respectively. The black dashed histogram shows the (mNLS P , mLS P) = (100, 0) GeV �+Emiss

T signal.
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T , �)| used to define the signal region. The
rightmost bin in (b) includes overflow.

Table 5: Summary of expected background and signal yields, along with the statistical and systematic
uncertainties, in various control and signal regions. The expected combined �+jets and multijet back-
ground is obtained using the ABCD method as described in Sec. 6.3, assuming no signal in the CR. The
‘Others’ background consists of top and diboson (WW, WZ, ZZ) production. The systematic uncertain-
ties are obtained by adding the various uncertainties in quadrature. Correlations between the control and
signal regions are not taken into account in the calculation of the total uncertainty shown here.

SR Region B �+jets A e A l⌫� A
W(! e⌫) 10.7 ± 0.7 ± 1.5 24.5 ± 1.0 ± 3.3 5.2 ± 0.4 ± 0.6 956 ± 53 ± 133 0.02 ± 0.01 ± 0.00
W(! µ⌫) 0.21 ± 0.1 ± 0.24 1.4 ± 1.3 ± 0.3 0.1 ± 0.06 ± 0.06 0 0.66 ± 0.17 ± 0.09
W(! ⌧⌫) 4.2 ± 0.8 ± 0.6 4.7 ± 2.6 ± 2.4 1.7 ± 0.6 ± 0.8 62 ± 3.4 ± 37 0.9 ± 0.5 ± 0.33
W(! l⌫)� 7.2 ± 0.5 ± 2.3 11.9 ± 0.6 ± 4.1 3.6 ± 0.3 ± 1.2 4.0 ± 0.3 ± 0.2 6.0 ± 0.4 ± 0.4

Z+jets 0.52 ± 0.28 ± 0.54 3.7 ± 3.5 ± 3.5 0 12.3 ± 7.1 ± 2.9 0
Z+� 0.61 ± 0.05 ± 0.2 2.6 ± 1.4 ± 1.4 1.1 ± 0.8 ± 0.8 0 0.37 ± 0.37 ± 0.09

Others 0.68 ± 0.4 ± 0.26 2.6 ± 0.8 ± 0.6 0.8 ± 0.4 ± 0.6 99.8 ± 5.1 ± 4.0 2.0 ± 0.7 ± 0.8
�+jets and multijet 13.9 ± 1.7 ± 3.5 26.6 ± 2.2 ± 0.8 31.5 ± 6.7 ± 2.0 37 ± 11 ± 36 0
Total background 38.0 ± 2.2 ± 4.5 78 ± 5.4 ± 7 44 ± 6.8 ± 2.8 1170 ± 55 ± 143 10.0 ± 1 ± 0.9

Data 50 78 44 1079 12
(mNLS P , mLS P) (100, 0) GeV 14.6 ± 0.7 ± 1.2 8.5 ± 0.6 ± 0.6 3.0 ± 0.3 ± 0.5 0.3 ± 0.1 ± 0.1 0.11 ± 0.06 ± 0.07
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(a) (b)

Figure 1: Diagrams for the production and decay of the Higgs-boson leading to (a) the �+Emiss
T + j j final

state and (b) the �� + Emiss
T + j j final state. Such signals are predicted by GMSB (h ! G̃ �̃0 ! G̃ G̃ �

or h! �̃0 �̃0 ! G̃ � G̃ �) and NMSSM (h! �̃0
2 �̃

0
1 ! �̃0

1 �̃
0
1 � or h! �̃0

2 �̃
0
2 ! �̃0

1 � �̃
0
1 �) models.

1 Introduction

A particle consistent with the Standard Model (SM) Higgs-boson (h) was observed by the ATLAS [1]
and CMS [2] collaborations in 2012. The Higgs-boson was observed in various SM channels, and the
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els [20–25] predict a Higgs-boson decay to a nearly massless gravitino G̃ (the lightest supersymmetric
particle, LSP) and a neutralino �̃0 (the next-to-lightest supersymmetric particle, NLSP), where the mass
of the neutralino is between half the Higgs-boson mass and the Higgs-boson mass (mh/2 < m�̃0 <
mh) [26]. The neutralino decays to a photon (�) and a gravitino, which escapes detection and leads to a
signature of � + missing transverse momentum (whose magnitude is denoted Emiss

T ). In GMSB models,
many mechanisms exist [27–31] to generate a Higgs-boson mass compatible with that observed, without
changing the phenomenology of the models considered in this search. Next-to-Minimal Supersymmetric
Standard Models (NMSSM) [32] also predict a � + Emiss

T signature where the Higgs-boson decays to
the next-to-lightest neutralino �̃0
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1 (LSP), and the �̃0

2 decays to a
photon and a �̃0
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di↵erence between the dominantly bino-like NLSP and singlino-like LSP is more free, when compared
to the MSSM [4]. The GMSB and NMSSM decays leading to this signature are shown in Fig. 1 (a). The
case where m�̃0 < mh/2 (or m�̃0

2
< mh/2) is also considered, which leads to a diphoton + Emiss

T signature,
as shown in Fig. 1 (b). The analysis is optimized for the � + Emiss

T signature.
For Higgs-boson production via vector-boson-fusion (VBF), the Higgs-boson is produced along with

two jets. These “VBF jets” are widely separated in pseudorapidity ⌘1 and have a high di-jet invariant
mass, m j j. In the VBF topology, the Higgs-boson is often boosted in the transverse plane, forcing the
decay products to be closer to each other, so the photon and Emiss

T are not necessarily back-to-back.
Additional variables, such as the angles between the VBF jets, the photon, and the Emiss

T , can be used

1The ATLAS reference system is a Cartesian right-handed coordinate system, with nominal collision point at the origin.
The anti-clockwise beam direction defines the positive z-axis, with the x-axis pointing to the center of the LHC ring. The
pseudorapidity is defined as ⌘ = -ln(tan(✓/2), where the polar angle ✓ is taken with respect to the positive z direction.
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Figure 2: Division of phase space for the combined �+jets and multijet background estimate.
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Figure 3: (a) VBF m j j and (b) VBF |�⌘ j j| distributions after all requirements in the combined signal and
validation regions. The ‘Others’ contribution comprises of top and diboson (WW, WZ, ZZ) production.
The filled and the hashed regions represent the background yield and the statistical uncertainty on the
total background respectively. The black dashed histogram shows the (mNLS P , mLS P) = (100, 0) GeV
�+Emiss

T signal. The shape of the combined �+jets and multijet background in the signal region are
taken from region B, as described in Sec. 6.3. The expected combined �+jets and multijet background is
obtained using the ABCD method as described in Sec. 6.3, assuming no signal in the CR.
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Figure 9: Observed and expected limits for various NLSP and LSP masses for (a) monophoton signals
and (b) diphoton signals. The green and yellow bands show the ±1� and ±2� excursions of the expected
limits respectively
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the gluon–gluon fusion Higgs production cross section is higher by a factor of approximately 2.3 [37],
leading to increased expected production of LJs in models where dark photons appear in decay chains
starting from a Higgs.
The LJ definition and two simplified benchmark models for LJ production are presented in Section 2. A
brief description of the ATLAS detector follows in Section 3. The signature and the search criteria used
to select LJs are discussed in Section 4 and Section 5. Section 6 describes two additional cuts imposed at
event level to improve the selection of LJs. In the Section 7 the acceptance time reconstruction e�ciency
for the signal models is reported. The final results, the residual background evaluated using a data-driven
method and the systematic uncertainties on the search, are presented in Section 8. The results of the search
are also used to set upper limits on the product of cross section and Higgs decay branching fraction to LJs,
as a function of the dark photon (�d) mean lifetime. Section 9 summarizes the results of this search.

2 Signal benchmark models

Amongst the numerous models predicting �d, one class particularly interesting for the LHC features the
hidden sector communicating with the SM through the Higgs portal. The two benchmark models used in
this analysis are the Falkowsky-Ruderman-Volansky-Zupan (FRVZ) models [8, 9] where the Higgs boson
decays to a pair of hidden fermions fd2 . As shown in Figure 1, the first benchmark model produces two
�d while the second produces four �d. In the first benchmark model (left), the dark fermion decays to
a �d and a lighter dark fermion fd1 , assumed to be the HLSP (Hidden Lightest Stable Particle). In the
second model (right), the dark fermion fd2 decays to an HLSP and a dark scalar sd1 that in turn decays to
pairs of dark photons. In general, dark sector radiation can produce extra dark photons, but the number
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Figure 1: The two FRVZ models used as benchmarks in the analysis. In the first model (left), the dark fermion
decays to a �d and a HLSP. In the second model (right), the dark fermion fd2 decays to an HLSP and a dark scalar
sd1 that in turn decays to pairs of dark photons.

produced is model-dependent because the number of radiated dark photons is proportional to the size of
the dark gauge coupling ↵d (see, for example, equation 3.1 in [7].) The dark radiation is not included in
the signal MC, which corresponds to assuming weak dark coupling, ↵d . 0.01.
A low-mass dark photon mixing kinetically with the SM photon will decay mainly to leptons and possibly
light mesons, with branching fractions that depend on its mass [8, 38, 39]. In the models considered, the
decays to tau-leptons are not included. The �d decay lifetime, ⌧ (expressed throughout this note as ⌧ times
the speed of light c), is controlled by the kinetic mixing parameter, ✏ [39] and is a free parameter of the
model. The set of parameters used to generate the signal MC is listed in Table 1. The Higgs boson is
generated through the gluon–gluon fusion production mechanism, the dominant process for a low-mass
Higgs. The gluon–gluon fusion Higgs boson production cross section in pp collisions at

p
s = 13 TeV,
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Figure 6: The acceptance times muon reconstruction e�ciency in the ATLAS barrel for �d ! µµ as a function
of the �d transverse decay distance Lxy (left) and acceptance times muon reconstruction e�ciency in the endcaps
as a function of the �d longitudinal decay distance Lz (right). They are evaluated using the Higgs ! 2�d + X
benchmark model MC for a SM-like Higgs of mass 125 GeV and for a BSM heavy scalar of mass 800 GeV. The
dashed grey vertical lines display the positions of the MDT stations in the barrel (left) and in the endcaps (right).
The uncertainties are statistical only.
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Figure 2: Schematic picture of the LJ classification according to the �d decay final states. Electrons and pions
originating from �d decay appear as jets. Type0 LJ is composed of only muons (left). Type1 LJ is composed of
muons and a jet (centre). Type2 LJ is composed of only jets (right).

a cone of a fixed �R. The algorithm is seeded by the highest-pT muon. If at least two muons are found
in the cone, the LJ is accepted. The search is then repeated with any unassociated muon until no muon
seed is left. For Type0 LJs, the size of the search cone is optimised using the distribution of the maximum
opening angle between the muons or between muons and jets in the benchmark model MC. It is found
that for the benchmark models considered in this analysis, a cone size of �R = 0.5 contains all the dark
photons decay products.
For the Type2 LJs an anti-kt calorimetric jet search algorithm [48], with the radius parameter R = 0.4,
is used to select �d decaying into an electron or pion pair. Jets must satisfy the standard ATLAS quality
selection criteria [49] with the requirement pT � 20 GeV. The otherwise standard requirement on the
electromagnetic (EM) fraction, defined as the ratio of the energy deposited in the EM calorimeter to
the total jet energy, is removed to accommodate decays in the HCAL. The jet energy scale correction
as defined in [50] is applied. LJs produced by a single dark photon decaying into an electron/pion pair
and LJs containing two dark photons, each decaying to an electron/pion pair, are always expected to be
reconstructed as a single jet due to their large boost.

5 Event preselection and background rejection

Data used for this analysis were collected during the entire 2015 data taking period, where only runs in
which all the ATLAS subdetectors were running at nominal conditions are selected.

5.1 Triggers

A large fraction of the standard ATLAS triggers [46] are designed assuming prompt production and
therefore are very ine�cient in selecting the products of displaced decays. The logical OR of the
following dedicated triggers is used:

• Narrow-Scan: The Narrow-Scan trigger was introduced for the 2015 data-taking, and adopts a
specialised and novel approach for a wide range of signal models featuring highly collimated muons
such as in the LJ case. The Narrow-Scan algorithm begins with requiring at least one L1 trigger
muon object. Other multi-muon triggers, which usually require more L1 trigger muon objects, have

6

• Search for collimated lepton-jets, ∆R < 0.5
• Displaced from vertex by up to 163 mm
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Appendix

Anomalous internal pair creation in Beryllium-8 (8Be) is interpreted as a possible signature of a light,
neutral “protophobic” boson of 16.7 MeV, decaying in electron pairs from the dark sector, in [59]. This
analysis can be used to put limits on the lifetime of this model as well. Decays of �d to electrons pairs can
be related to the framework of this “protophobic” boson assuming a 100% 800 GeV heavy scalar decay
to a �d of 16.7 MeV mass, decaying only to electron pairs. (The detection and reconstruction e�ciencies
for the �d decay in the HCAL are almost independent from the �d mass.) The 95% upper limits on the
�⇥BR are shown in Figure 12 as a function of the c⌧ of the �d. The 95% CLs method gives a c⌧ exclusion
limit 2.7 mm  c⌧  21 mm, assuming a reference �⇥BR of 10 pb.
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expected limit is shown as the dashed curve and the almost identical solid curve shows the observed limit. The
horizontal lines correspond to a �⇥BR of 10 pb.
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additional full-simulation MC at other �d lifetimes; the good compatibility of these points with the curve validates
the e�ciency-finding method.

ratio (�⇥BR) for the various benchmark models. The resulting exclusion limits on the �⇥BR, assuming
the 125 GeV Higgs boson SM gluon-fusion production cross section �SM = 44.13 pb [40] and removing
the Type2–Type2, are shown in Figure 10 as a function of the �d mean lifetime (expressed as c⌧) for the
Higgs! 2�d + X and Higgs! 4�d + X models. The expected limit is shown as the dashed curve and
the solid curve shows the observed limit. The horizontal lines correspond to �⇥BR for two values of the
BR of the Higgs boson decay to dark photons. The same exclusion limits for the 800 GeV heavy scalar
are shown in Figure 11; the horizontal line defines a 95% CL exclusion limit for the �d lifetime assuming
a �⇥BR of 5 pb for the heavy scalar decay to two or four �d. Table 7 shows the ranges in which the �d
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Figure 10: The 95% upper limits on the �⇥BR for the FRVZ 125 GeV Higgs! 2�d+X (left) and Higgs! 4�d+X
(right) benchmark models as a function of the �d lifetime (c⌧). The horizontal lines correspond to �⇥BR for two
values of the BR of the Higgs boson decay to dark photons.

lifetime (c⌧) is excluded at the 95% CL for the mH = 125 GeV Higgs! 2�d + X and Higgs! 4�d + X ,
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assuming a BR of 10%, with Type2–Type2 events removed. It also shows the 95% CL c⌧ exclusion ranges
for the mH = 800 GeV, assuming a 5 pb production cross section and a 100% BR to �d.

FRVZ model mH (GeV) Excluded c⌧ [mm]
Higgs! 2�d + X 125 2.2  c⌧  111.3
Higgs! 4�d + X 800 3.8  c⌧  163.0
Higgs! 2�d + X 125 0.6  c⌧  63
Higgs! 4�d + X 800 0.8  c⌧  186

Table 7: Ranges of �d lifetime (c⌧) excluded at 95% CL for Higgs! 2�d + X and Higgs! 4�d + X , assuming
for the 125 GeV Higgs a 10% BR and the Higgs boson SM gluon fusion production cross section, and for the 800
GeV Higgs-like scalar a � ⇥ BR = 5 pb. Type2–Type2 events are excluded.
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Figure 11: The 95% upper limits on the �⇥BR for the FRVZ 800 GeV Higgs! 2�d + X benchmark model as a
function of the �d lifetime (c⌧). The horizontal lines correspond to a �⇥BR of 5 pb.

9 Conclusions

The ATLAS detector at the LHC is used to search for the production of displaced LJs in a 3.4 fb�1 sample
of
p

s = 13 TeV pp collisions. Starting from a generic and model-independent definition of displaced
LJs produced from the decay of long-lived neutral particles, a set of selection criteria capable of isolating
their signature from the SM and cosmic-ray backgrounds are defined. No significant signal-like behaviour
is found, and the observed data in the signal region after applying the full set of selection criteria are
consistent with the background expectations within the uncertainties. The results of the search are used
to set upper limits on non-SM Higgs boson decays to LJs in two benchmark models, where one predicts
Higgs ! 2�d + X and the other Higgs ! 4�d + X , with a �d mass of 0.4 GeV. Limits are set on the
�⇥BR for these benchmark models at mH = 125 and 800 GeV as a function of the �d mean lifetime.
Assuming the SM gluon fusion production cross section for a 125 GeV Higgs boson, its BR to dark
photons is found to be below 10%, at 95% CL, for dark photon c⌧ in the range 2.2 mm  c⌧  111.3 mm
for the Higgs! 2�d+ X model and in the range 3.8 mm  c⌧  163 mm for the Higgs! 4�d+ X model.
While the data sample is less than one-fifth the size of that employed in the similar

p
s = 8 TeV search
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the (4j, 4b) channel, is a variant of the mT2 observable, defined as the minimum “mother” particle mass
compatible with all the transverse momenta and mass-shell constraints [93], that identifies events with
several invisible particles. In the case of the tt̄ background events, in addition to the Emiss

T from the
neutrino from a leptonic W boson decay, invisible particles may arise from a ⌧-lepton decay or from a lost
jet from a W boson. In these cases, the mT2 has an endpoint at the top-quark mass, which is not the case
for the signal.

Table 1 indicates which variables are used to train each of the three BDT discriminants for the (3j, 3b),
(4j, 3b), and (4j, 4b) categories. Figures 1–3 show the expected distributions of the kinematical variables
obtained after using the statistical procedure and the systematic uncertainties described in Sections 5.2
and 6, respectively. These variables are used in the BDT discriminants for signal and background for
all events that satisfy the event selection criteria, and are shown in Figures 1–3 inclusively in number
of jets and b-tagged jets. The distributions are dominated by events with the minimum number of b-
tagged jets. In this comparison, the jets in each event are ordered by value of the b-tagging discriminant
and those with the highest score are used to calculate the input variables of the BDT, even if they do
not satisfy the b-tagging criteria used in this analysis. The distributions are similar to those obtained
in each analysis channel and indicate that each variable individually has some signal and background
discrimination power. The tail in the mbbbb distribution for signal events, shown in Figure 1, is mainly
formed by events with jets mis-associated to the a-boson decay. The tail is greatly reduced in the signal
regions with the tighter requirement on the number of b-tagged jets. Figure 4 shows the BDT discriminant
for signal and background events that satisfy the event selection criteria inclusively in number of jets and
b-tagged jets. These distributions are used to validate the BDT modelling in background-enriched samples
with kinematic properties that are similar to those in the signal regions.

Region mbbb mbbbb �mbb
min HT pW

T �Rbb
av �R`bmin mbb j mT2

Signal
(3j, 3b)
(4j, 3b)
(4j, 4b)

Control

Table 1: List of variables used in the three signal regions as inputs to the BDT multivariate discriminant and used
in the five control regions. The variables are described in the text.

5.2 Fitting procedure

The distributions of the final discriminants in the eight analysis channels considered are combined to
test the presence of a signal. The BDT discriminant, described in Section 5.1, is used for the channels
enriched with signal, (3j, 3b), (4j, 3b) and (4j, 4b), while the HT distribution is used in the five control
channels. The statistical analysis is based on a binned likelihood function constructed as a product of
Poisson probability terms over all bins considered in the search.

The likelihood function, L, depends on the parameter of interest, the signal-strength µ, defined as:

µ = �(WH) ⇥ BR(H ! aa) ⇥ BR(a! bb)2, (1)

where �(WH) is the production cross section for pp! WH.
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Figure 2: Comparison of data with the SM background predictions for the distributions of (a) HT, (b) pW
T , (c)

�Rbb
av and (d) �R`bmin in the sample that is inclusive in number of jets and b-tagged jets. Distributions for the signal

model (WH, H ! 2a ! 4b), with ma = 60 GeV, normalised to the SM pp ! WH cross section, assuming
BR(H ! aa) ⇥ BR(a! bb)2 = 1 and scaled by a factor of 1000, are overlaid. The hashed area represents the total
uncertainty in the background. The last bin contains the overflow.
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Figure 3: Comparison of data with the SM background predictions for the distributions of (a) mbb j and (b) mT2 in the
sample that is inclusive in number of jets and b-tagged jets. Distributions for the signal model (WH, H ! 2a! 4b),
with ma = 60 GeV, normalised to the SM pp! WH cross section, assuming BR(H ! aa)⇥BR(a! bb)2 = 1 and
scaled by a factor of 1000, are overlaid. The hashed area represents the total uncertainty in the background. The
last bin contains the overflow.

Systematic uncertainties in the signal and background predictions (see Section 6) are accounted for in the
likelihood function as a set of nuisance parameters, ✓. These parameters are implemented as Gaussian pri-
ors in the case of shape uncertainties and log-normal priors for uncertainties a↵ecting the normalisation,
with width parameters corresponding to the size of the respective uncertainties. Statistical uncertainties
in the background estimates in each bin of the discriminant distributions are also taken into account via
dedicated nuisance parameters in the fit.

The background-only hypothesis is tested by fitting the background predictions to the observed data,
setting µ = 0 and maximising the likelihood over ✓. The best-fit µ is obtained by performing a binned
likelihood fit to the data under the signal-plus-background hypothesis, i.e. maximising the likelihood
function L(µ, ✓) over µ and ✓. The nuisance parameters ✓ allow variations of the predicted signal and
background according to the corresponding systematic uncertainties, and their fitted values correspond to
the deviations from the nominal predictions that globally provide the best fit to the data. This procedure
allows a reduction of the impact of systematic uncertainties on the search sensitivity by taking advantage
of the highly populated background-dominated channels included in the likelihood fit.
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Figure 2: Comparison of data with the SM background predictions for the distributions of (a) HT, (b) pW
T , (c)

�Rbb
av and (d) �R`bmin in the sample that is inclusive in number of jets and b-tagged jets. Distributions for the signal

model (WH, H ! 2a ! 4b), with ma = 60 GeV, normalised to the SM pp ! WH cross section, assuming
BR(H ! aa) ⇥ BR(a! bb)2 = 1 and scaled by a factor of 1000, are overlaid. The hashed area represents the total
uncertainty in the background. The last bin contains the overflow.
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Figure 7: Comparison between the data and prediction for the distribution of the BDT discriminant used in the signal
regions. These distributions are after the fit is performed on data under the background-only hypothesis. The hashed
area represents the total uncertainty in the background. The distributions for the signal model (WH, H ! 2a! 4b),
with ma = 60 GeV, are normalised to the SM pp! WH cross section, assuming BR(H ! aa)⇥BR(a! bb)2 = 1.
The BDT output is determined in the range [�1, 1]. The first and last bin contain the underflow and overflow,
respectively. Markers are not drawn if they are outside the y-axis range.
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Figure 7: Comparison between the data and prediction for the distribution of the BDT discriminant used in the signal
regions. These distributions are after the fit is performed on data under the background-only hypothesis. The hashed
area represents the total uncertainty in the background. The distributions for the signal model (WH, H ! 2a! 4b),
with ma = 60 GeV, are normalised to the SM pp! WH cross section, assuming BR(H ! aa)⇥BR(a! bb)2 = 1.
The BDT output is determined in the range [�1, 1]. The first and last bin contain the underflow and overflow,
respectively. Markers are not drawn if they are outside the y-axis range.
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Process (3j, 3b) (4j, 3b) (4j, 4b)
tt̄ + light 1089 ± 76 2940 ± 180 53 ± 16
tt̄ + cc̄ 70 ± 28 280 ± 110 21 ± 11
tt̄ + bb̄ 172 ± 55 610 ± 160 74 ± 15
tt̄ +�/W/Z 0.8 ± 0.1 4 ± 1 0.4 ± 0.1
W + jets 93 ± 31 129 ± 40 2 ± 1
Z + jets 18 ± 12 14 ± 10 –
Single-top-quark 135 ± 13 208 ± 17 8 ± 1
Multijet 48 ± 20 67 ± 28 4 ± 2
Dibosons 4 ± 1 9 ± 1 0.6 ± 0.4
tt̄ + H 0.7 ± 0.1 4 ± 1 0.8 ± 0.2
Total 1640 ± 58 4270 ± 130 165 ± 15
Data 1646 4302 166
WH, H ! 2a! 4b
ma = 60 GeV 10 ± 2 9 ± 1 3 ± 1
ma = 40 GeV 11 ± 2 10 ± 2 2 ± 1
ma = 20 GeV 6 ± 1 5 ± 1 0.7 ± 0.2

Table 3: Expected event yields of the SM background processes in the three signal regions after performing the
fit with the background-only hypothesis. The observed data and the number of expected signal events are also
indicated. The signal yields are quoted for some representative values of ma and assume the SM pp ! WH cross
section, �SM(WH) = 1.37 pb [57], and BR(H ! aa) ⇥ BR(a ! bb)2 = 1. The uncertainties include statistical and
systematic components (systematic uncertainties are discussed in Section 6). The total uncertainty can di↵er from
the sum in quadrature of individual sources due to correlations between them.

pp ! WH where the Higgs boson is produced in association with a W boson. The analysis uses the pp
collision dataset at

p
s = 13 TeV recorded by the ATLAS detector at the LHC in 2015, corresponding
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20 7 Results

exclusion limits on s(h)
sSM

B(h ! aa)B2(a ! µ+µ�). This assumption is applied to obtain the
results shown in Fig. 7. The exact value of B(a ! µ+µ�) depends on the type of 2HDM+S, on
tan b and on the pseudoscalar boson mass. No significant excess of events is observed for any
of the five analyses. Under type-1 and -2 2HDM+S hypothesis, the h ! aa ! 2µ2b search is
about one order of magnitude more sensitive than the h ! aa ! 2µ2t search, but does not
cover the pseudoscalar mass range between 15 and 25 GeV. Both h ! aa ! 4t searches have a
comparable sensitivity, in slightly different mass ranges.
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Figure 7: Expected and observed 95% CL exclusion limits on (sh/sSM)B(h ! aa)B2(a !

µ+µ�) for various exotic h boson decay searches performed with data collected at 8 TeV with
the CMS detector, assuming that the branching fractions of the pseudoscalar boson to muons,
t leptons and b quarks follow Eqs. (1)-(2). This assumption implies that the limit shown for
h ! aa ! 2µ2b is valid only in type-1 and -2 2HDM+S.

In 2HDM+S, the values of the branching fractions of the pseudoscalar boson to SM particles
can be computed precisely, except for pseudoscalar boson masses between approximately 3 and
5 GeV and 9 and 11 GeV because of decays to quarkonia, and for pseudoscalar boson masses
less than 1 GeV because of large QCD uncertainties in the hadronic final states [8]. We compute
them following the prescriptions in Refs. [8, 46]. The branching fractions used to interpret the
results in the four particular 2HDM+S scenarios described below are given in Table 7. Figure 8
(top left) shows the 95% CL in (sh/sSM)B(h ! aa) in type-1 2HDM+S, for which there is no
tan b dependence. Figure 8 (top right) shows corresponding limits in type-2 2HDM+S with
tan b = 2; the sensitivity of the h ! aa ! 4t analyses is improved for ma < 2mb because of
the enhancement of the couplings to leptons. The h ! aa ! 4t and h ! aa ! 2µ2t analyses
have low sensitivity in type-1 2HDM+S and type-2 2HDM+S with tan b = 2 for ma > 2mb,
because, in these scenarios, decays to b quarks dominate over decays to t leptons and muons.
The results in type-3 2HDM+S with tan b = 5 are depicted in the bottom left part of Fig. 8; this
scenario provides high sensitivity for the various analyses because of the enhancement of the
couplings to leptons over those to quarks. Finally, the limits obtained in type-4 2HDM+S for
tan b = 0.5 are shown in the bottom right part of Fig. 8; the choice of tan b < 1 ensures large
couplings to leptons. Regions where the theoretical predictions for the branching fractions of
the pseudoscalar boson to SM particles are not reliable are indicated with grey shaded areas
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by B(a ! t+t�)B(a ! µ+µ�), are set. An unbinned maximum likelihood fit to data is per-
formed, and upper limits are set at 95% CL using the modified CLs method, taking into account
the different yield and shape systematic uncertainties described previously. The asymptotic
approximation is not used in this case because of the low predicted background yields. The
limits are shown in Fig. 6. Considering the large look-elsewhere effect [97] caused by the good
dimuon mass resolution (about 2%), the wide mass range probed, and the number of studied
final states, none of the observed events corresponds to an excess of more than two standard
deviations in global significance. In particular, the deviation of the observed limit with respect
to the expected limit in the µ+µ�t±

e t⌥
µ final state comes from the presence of two observed

events with a dimuon mass of 18.4 and 20.7 GeV, respectively, which lead to an excess of events
with a maximum local significance of 3.5 standard deviations. Over the full mass range consid-
ered, the observed yield in this final state is compatible with the expected background yield of
1.80 ± 0.74 events. The uncertainty bands at low mass for most final states are narrow because
of the low expected background yield.

7.4 Interpretation of h ! aa searches in 2HDM+S

Searches for non standard decays of the SM-like Higgs boson to a pair of light pseudoscalar
bosons are interpreted in the context of 2HDM+S. In addition to the analyses presented in this
paper, the results of two other searches are interpreted in this context: the h ! aa ! 4µ search
covers pseudoscalar boson masses between 0.25 and 3.55 GeV [47], whereas another h ! aa !

4t search covers pseudoscalar masses between 4 and 8 GeV with different boosted t lepton re-
construction techniques [48]. In 2HDM+S, the branching fractions of the light pseudoscalar a
to SM particles depend on the model type and on tan b. In type-1 2HDM+S, the fermionic cou-
plings all have the same scaling with respect to the SM, whereas in type-2 2HDM+S (NMSSM-
like), they are suppressed for down-type fermions for tan b < 1 (and enhanced for tan b >
1). In type-3 2HDM+S (lepton specific), the decays to leptons are enhanced with respect to the
decays to quarks for tan b > 1, and in type-4 2HDM+S (flipped), the decays to up-type quarks
and leptons are enhanced for tan b < 1.

Because B(a ! t+t�) is directly proportional to B(a ! µ+µ�) in any type of 2HDM+S as
per Eq. (1), as is B(a ! bb) in type-1 and -2, the results of all analyses can be expressed as
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5.1 Event selection

Events are selected using a double muon trigger relying on the presence of a muon with
pT > 17 GeV and another one with pT > 8 GeV. For the offline selection, the leading muon
pT threshold is increased to 18 GeV, while the subleading muon pT must exceed 9 GeV. To
reconstruct the dimuon pair from the a ! µ+µ� decay, two isolated muons of opposite charge,
pT > 5 GeV, and |h| < 2.4 are selected. In the µ+µ�t+

e t�
e , µ+µ�t±

e th
⌥ and µ+µ�th

±th
⌥ final

states, where these are the only muons, their pT thresholds are raised to 18 and 9 GeV to match
the trigger requirements. If there are more than two muons in the final state, the highest-
pT muon is required to pass a pT threshold of 18 GeV, and is considered as arising from the
prompt decay of the light boson. It is then paired with the next highest-pT muon of opposite
charge. The other muons are considered to arise from leptonic decays of the t lepton. The
second highest-pT muon is required to have pT greater than 9 GeV. Muons are paired correctly
in about 90% of the events for all masses. The tt pair is reconstructed from a combination
of oppositely charged identified and isolated muons, electrons, or th, depending on the final
state. The muons are selected with pT > 5 GeV and |h| < 2.4, the electrons with pT > 7 GeV
and |h| < 2.5, and the th candidates with pT > 15 GeV and |h| < 2.3. The contribution from
h ! ZZ⇤ ! µ+µ�e+e� events is suppressed, in the µ+µ�e+e� final state, by excluding events
with visible invariant mass of the four leptons inside a 30 GeV-wide window around 125 GeV,
the Higgs boson mass. The signal efficiency of this selection criterion is high since the four
lepton invariant mass in µ+µ�t+

e t�
e events is significantly reduced due to the presence of neu-

trinos in t lepton decays.

The four objects are required to be separated from each other by at least DR = 0.4. Events are
discarded if they contain at least one jet that satisfies a b-tag requirement that allows O(0.1%)
of the light quark jets to survive, while the tag efficiency for genuine b jets is about 50%. This
reduces the contribution from backgrounds with top quarks. To prevent a single event from
contributing to different final states, events containing other identified and isolated electrons
or muons in addition to the four selected objects are rejected; less than 1% of signal events are
rejected because of this veto. Two selection criteria with a high signal efficiency are designed
to reduce the contribution of the backgrounds to the signal region: the invariant mass of the
µµtt system is required to lie close to the Higgs boson mass (|mµµtt � 125 GeV| < 25 GeV),
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Figure 9: The 95% CL limit on (sh/sSM)B(h ! aa) in 2HDM+S type-3 (left) and type-4 (right)
for different tan b values, for the h ! aa ! 2µ2t and h ! aa ! 2µ2b analyses at ma = 40 GeV.
The branching fractions of the pseudoscalar boson to SM particles are computed following the
prescriptions in Ref. [8].

ATLAS and CMS collaborations at the LHC at 8 TeV center-of-mass energy set an upper limit of
34% on branching fraction of the Higgs boson to BSM, direct limits provide complementarity
and improve the sensitivity to the 2HDM+S models for particular scenarios and pseudoscalar
masses. Upper limits at 95% CL on (sh/sSM)B(h ! aa), assuming SM production of the
125 GeV Higgs boson, are as low as 17, 16, and 4%, and have been determined for the h !

aa ! 4t, h ! aa ! 2µ2b, and h ! aa ! 2µ2t analyses, respectively.
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relative to the SM Higgs boson gluon-gluon fusion
production cross section (�SM) as a function of ma with mH

set to 125GeV. The limits are evaluated in 50MeV intervals
below 15GeV, then 100MeV intervals up to 30GeV, and
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figure is the total rate (�(gg ! H)⇥BR(H ! aa)) as a

function of mH with ma set to 5GeV, evaluated at 50GeV
intervals from mH = 100GeV to 500GeV and at

mH = mh = 125GeV. The width of the black band in the
bottom figure indicates the theoretical uncertainty on the

SM gg ! H cross section [56]. In both figures, the observed
and expected limits have been scaled by an O(1) parameter,
BR(a ! ⌧⌧)2, to account for the branching ratios assumed
in this analysis and facilitate reinterpretation of the results.

X. CONCLUSION

A search for the decay of a scalar Higgs boson to two
pseudoscalar a Higgs bosons (H ! aa) in the context of
the NMSSM is presented with LHC data corresponding
to an integrated luminosity of 20.3 fb�1 of pp collisions atp
s = 8TeV, collected in 2012 by the ATLAS experiment.

Final states are considered with two muons consistent
with the decay of one a boson as well as a third lepton
(e or µ) and tracks, consistent with collimated ⌧ -leptons
from the other a boson. A scan of the dimuon invariant
mass distribution from 3.7GeV to 50GeV shows no sig-
nificant excess of data over SM backgrounds. Limits are
set assuming no coupling of the a boson to quarks. The
observed 95% CL upper limits on the production rate,
�(gg ! H)⇥BR(H ! aa), are consistent with the ex-
pected limit and are determined to be from 2.33 pb to
0.72 pb, for mH between 100GeV and 500GeV (and ma

= 5GeV). A 95% CL upper limit for the production
of the h boson and its decay rate to two pseudoscalar a
bosons is set for ma from 3.7GeV to 50GeV, with the
most stringent limit placed at 3.5% for ma = 3.75GeV.
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below 15GeV, then 100MeV intervals up to 30GeV, and

200MeV intervals up to ma = 50GeV. Shown in the bottom
figure is the total rate (�(gg ! H)⇥BR(H ! aa)) as a

function of mH with ma set to 5GeV, evaluated at 50GeV
intervals from mH = 100GeV to 500GeV and at
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BR(a ! ⌧⌧)2, to account for the branching ratios assumed
in this analysis and facilitate reinterpretation of the results.

X. CONCLUSION

A search for the decay of a scalar Higgs boson to two
pseudoscalar a Higgs bosons (H ! aa) in the context of
the NMSSM is presented with LHC data corresponding
to an integrated luminosity of 20.3 fb�1 of pp collisions atp
s = 8TeV, collected in 2012 by the ATLAS experiment.

Final states are considered with two muons consistent
with the decay of one a boson as well as a third lepton
(e or µ) and tracks, consistent with collimated ⌧ -leptons
from the other a boson. A scan of the dimuon invariant
mass distribution from 3.7GeV to 50GeV shows no sig-
nificant excess of data over SM backgrounds. Limits are
set assuming no coupling of the a boson to quarks. The
observed 95% CL upper limits on the production rate,
�(gg ! H)⇥BR(H ! aa), are consistent with the ex-
pected limit and are determined to be from 2.33 pb to
0.72 pb, for mH between 100GeV and 500GeV (and ma

= 5GeV). A 95% CL upper limit for the production
of the h boson and its decay rate to two pseudoscalar a
bosons is set for ma from 3.7GeV to 50GeV, with the
most stringent limit placed at 3.5% for ma = 3.75GeV.
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Figure 4: Observed mµµ distribution in SRµ (top) and
SRe (bottom) and the background-only fit. The Z/�⇤

component of the fit is the combination of the Z boson
resonance and the �⇤ continuum models. The % residuals
are shown below each plot. Bins below 4GeV are 200MeV
wide, between 4GeV and 15GeV they are 500MeV wide,
and above 15GeV they are 2GeV wide. The expected

distribution from a signal with BR(h ! aa)=10% is shown
for three di↵erent ma hypotheses (5GeV, 10GeV, and

20GeV). Simulated SM backgrounds are shown in the stack,
with the Z/�⇤ sample only valid above mµµ > 10GeV.

is found for mµµ = 8.65GeV to be 0.0223, correspond-
ing to a local significance of 2.01�. Correcting for the
look-elsewhere e↵ect [71] gives a global p-value > 0.5, in-
dicating that at least one excess of this magnitude, or
larger, is expected from background fluctuations in at
least 50% of experiments.

With no evidence to support the NMSSM hypothesis, a
95% CL limit can be set using the CLs prescription [72].
Figure 6 shows the observed and expected limits on the
rate (�(gg ! h)⇥BR(h ! aa)) relative to the SM Higgs

Table IV: Measured values and uncertainties of
region-dependent parameters. The mµµ distribution is fit

between 2.8GeV and 70GeV for all regions, except for CRb,
which has a lower bound at 15GeV. There is no contribution

to the total background from the  or ⌥ resonances.

Parameter f⌥
h
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 +⌥

i
(%) fRes

⇥
 +⌥
Total

⇤
(%) ftt̄

h
tt̄

Total

i
(%)

CRj 32.6± 0.3 14.7± 0.1 6.1± 0.9
CRb N/A N/A 87.2± 5.1
VRµ 35.8± 6.0 18.8± 2.3 28.2± 3.2
VRe 36.3± 9.2 12.2± 2.3 34.2± 3.6
SRµ 25.8± 4.9 15.2± 1.6 20.4± 4.1
SRe 24.5± 6.6 11.8± 1.6 23.5± 5.0
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Figure 5: Observed p-value as a function of mµµ, with
downward fluctuations of the data represented by a p-value
of 0.5. The p-values are evaluated in 50MeV intervals below
15GeV, then 100MeV intervals up to 30GeV, and 200MeV
intervals up to mµµ = 50GeV. The p-values shown have not

been corrected for the look-elsewhere e↵ect.

boson gluon-gluon fusion production cross section (�SM),
calculated at NLO+NNLL precision [56], as a function of
ma with mH set to 125GeV. The limits are evaluated in
the same intervals used for the p-value scan. Also shown
in the figure is the total rate (�(gg ! H)⇥BR(H ! aa))
as a function of mHwith ma set to 5GeV, evaluated at
50GeV intervals from mH = 100GeV to 500GeV and
at mH = mh = 125GeV. In both panels of Fig. 6,
the observed and expected limits have been scaled by
BR(a ! ⌧⌧)2 to explicitly account for the branching ra-
tios assumed in this analysis and facilitate reinterpreta-
tion of the results.
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Figure 5: Observed p-value as a function of mµµ, with
downward fluctuations of the data represented by a p-value
of 0.5. The p-values are evaluated in 50MeV intervals below
15GeV, then 100MeV intervals up to 30GeV, and 200MeV
intervals up to mµµ = 50GeV. The p-values shown have not

been corrected for the look-elsewhere e↵ect.

boson gluon-gluon fusion production cross section (�SM),
calculated at NLO+NNLL precision [56], as a function of
ma with mH set to 125GeV. The limits are evaluated in
the same intervals used for the p-value scan. Also shown
in the figure is the total rate (�(gg ! H)⇥BR(H ! aa))
as a function of mHwith ma set to 5GeV, evaluated at
50GeV intervals from mH = 100GeV to 500GeV and
at mH = mh = 125GeV. In both panels of Fig. 6,
the observed and expected limits have been scaled by
BR(a ! ⌧⌧)2 to explicitly account for the branching ra-
tios assumed in this analysis and facilitate reinterpreta-
tion of the results.
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Figure 2: Observed mµµ distribution in CRj (top) and
CRb (bottom) and the SM background model after a
simultaneous fit. The Z/�⇤ component of the fit is the

combination of the Z boson resonance and the �⇤ continuum
models. The % residual of the fit is shown below each plot.
Simulated SM backgrounds are shown in the stack, with the
Z/�⇤ sample only valid above mµµ >10GeV. The two insets

show magnified versions of the J/ and ⌥ resonances.

one another and, thus, only one additional systematic
uncertainty is introduced. The final results of the anal-
ysis are found to have little sensitivity to the amount of
a ! ⌧⌧ ! µµ, so a conservative 50% systematic uncer-
tainty is assigned to f⌧⌧ .

B. Signal normalization

The dominant source of systematic uncertainty on the
signal normalization is found to be the theoretical un-
certainty on the rate of SM gg ! h/H production. In
the mH range relevant for this analysis (from 100GeV to

500GeV) the total uncertainty varies from 10% to 11%
and is determined from the spread of the cross-section
predictions using di↵erent PDF sets and their associated
uncertainties, as well as from varying the factorization
and renormalization scales [56]. A constant 11% is used
in this analysis. The next largest systematic uncertainty
is on the pT resolution of the lead-track and is found to
be 5%. This uncertainty on the signal normalization is
determined by varying the pT of each track by a conser-
vative ±2%, and propagating the e↵ect through the full
analysis. Additional sources of systematic uncertainty
include those on the trigger e�ciency, the lepton recon-
struction e�ciency, the lepton energy scale and resolu-
tion, and the charge of the track. All of these sources
were found to contribute a negligible amount to the total
uncertainty on the normalization of the signal.

C. Background model

The results of the background measurement reported
in Sec. VI are fitted values and associated uncertain-
ties of the dependent parameters of the four background
components—Drell–Yan, tt̄,  , and ⌥. In the fit to the
signal regions, each parameter is constrained by a Gaus-
sian prior with a mean equal to its fitted value from the
background measurement and width equal to the corre-
sponding uncertainty.
Two general assumptions are made in the construction

of the background model. First, the chosen functional
form accurately describes the background in the signal
regions. Second, the dependent parameters are the same
in each region. Both of these assumptions introduce a
potential bias in the final result, whereby a nonzero sig-
nal may be observed incorrectly. The tolerance of the
background model for such a spurious signal is measured
for values of ma and mH corresponding to each simu-
lated signal point. The measurement is performed using
a large sample of signal-free events. Simulated tt̄ events
with an identified a ! µµ candidate are used as a large
sample of events for the tt̄ background component. In
lieu of simulation, the observed data in the light-flavor-
dominated control region are used for the Drell–Yan com-
ponent. The simulated tt̄ events are then weighted and
combined with the data such that the relative contri-
bution of tt̄ matches the simulation-based expectation in
the signal region with mµµ between 20GeV and 60GeV.7

Finally, the resulting sample is scaled to the expected
normalization of the signal region. The combined sig-
nal and background model is fit to the large sample of
events. The potential bias is taken to be the measured
rate of spurious signal + 1� and is found to be between

7 For the spurious signal calculation, a narrower mµµ range
(20GeV to 60GeV instead of 2.8GeV to 70GeV) is used to
scale the tt̄ simulation because it is the range in which the tt̄

background is expected to dominate.

8

E
ve

n
ts

 /
 G

e
V

 

210

310

410

510

610

710

 

ATLAS-1 = 8 TeV, 20.3 fbsCRj
Background Model

Fit Uncertainty

* ComponentγZ/

 Componenttt

Data

* MCγZ/

 MCtt

Other

2.8 3 3.2 3.4 3.6 3.8 4

E
ve

n
ts

 /
 1

5
 M

e
V

 

0.5

1

1.5

2

2.5

3

3
10×

  

9 9.5 10 10.5 11 11.5

E
ve

n
ts

 /
 3

0
 M

e
V

 

0.2

0.3

0.4

0.5

0.6

0.7

3
10×

  

 

 [GeV]µµm
10 20 30 40 50 60 70

%
 R

e
si

d
u
a
l

-10

0

10   

E
ve

n
ts

 /
 G

e
V

 

20

40

60

80

100

120

140

 

ATLAS-1 = 8 TeV, 20.3 fbsCRb

Data

Background Model

Fit Uncertainty

* ComponentγZ/

 Componenttt

* MCγZ/

 MCtt

Other

 

 [GeV]µµm
20 30 40 50 60 70

%
 R

e
si

d
u
a
l

-50

0

50
  

Figure 2: Observed mµµ distribution in CRj (top) and
CRb (bottom) and the SM background model after a
simultaneous fit. The Z/�⇤ component of the fit is the

combination of the Z boson resonance and the �⇤ continuum
models. The % residual of the fit is shown below each plot.
Simulated SM backgrounds are shown in the stack, with the
Z/�⇤ sample only valid above mµµ >10GeV. The two insets

show magnified versions of the J/ and ⌥ resonances.

one another and, thus, only one additional systematic
uncertainty is introduced. The final results of the anal-
ysis are found to have little sensitivity to the amount of
a ! ⌧⌧ ! µµ, so a conservative 50% systematic uncer-
tainty is assigned to f⌧⌧ .

B. Signal normalization

The dominant source of systematic uncertainty on the
signal normalization is found to be the theoretical un-
certainty on the rate of SM gg ! h/H production. In
the mH range relevant for this analysis (from 100GeV to

500GeV) the total uncertainty varies from 10% to 11%
and is determined from the spread of the cross-section
predictions using di↵erent PDF sets and their associated
uncertainties, as well as from varying the factorization
and renormalization scales [56]. A constant 11% is used
in this analysis. The next largest systematic uncertainty
is on the pT resolution of the lead-track and is found to
be 5%. This uncertainty on the signal normalization is
determined by varying the pT of each track by a conser-
vative ±2%, and propagating the e↵ect through the full
analysis. Additional sources of systematic uncertainty
include those on the trigger e�ciency, the lepton recon-
struction e�ciency, the lepton energy scale and resolu-
tion, and the charge of the track. All of these sources
were found to contribute a negligible amount to the total
uncertainty on the normalization of the signal.

C. Background model

The results of the background measurement reported
in Sec. VI are fitted values and associated uncertain-
ties of the dependent parameters of the four background
components—Drell–Yan, tt̄,  , and ⌥. In the fit to the
signal regions, each parameter is constrained by a Gaus-
sian prior with a mean equal to its fitted value from the
background measurement and width equal to the corre-
sponding uncertainty.
Two general assumptions are made in the construction

of the background model. First, the chosen functional
form accurately describes the background in the signal
regions. Second, the dependent parameters are the same
in each region. Both of these assumptions introduce a
potential bias in the final result, whereby a nonzero sig-
nal may be observed incorrectly. The tolerance of the
background model for such a spurious signal is measured
for values of ma and mH corresponding to each simu-
lated signal point. The measurement is performed using
a large sample of signal-free events. Simulated tt̄ events
with an identified a ! µµ candidate are used as a large
sample of events for the tt̄ background component. In
lieu of simulation, the observed data in the light-flavor-
dominated control region are used for the Drell–Yan com-
ponent. The simulated tt̄ events are then weighted and
combined with the data such that the relative contri-
bution of tt̄ matches the simulation-based expectation in
the signal region with mµµ between 20GeV and 60GeV.7

Finally, the resulting sample is scaled to the expected
normalization of the signal region. The combined sig-
nal and background model is fit to the large sample of
events. The potential bias is taken to be the measured
rate of spurious signal + 1� and is found to be between

7 For the spurious signal calculation, a narrower mµµ range
(20GeV to 60GeV instead of 2.8GeV to 70GeV) is used to
scale the tt̄ simulation because it is the range in which the tt̄

background is expected to dominate.
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6.2 Systematic uncertainties for the h ! aa ! 4t search 15

Table 5: Expected and observed yields in the search for h ! aa ! 2µ2t decays. The signal
samples are scaled with the production cross section for the SM h boson, assuming B(h !

aa) = 10% and considering decays of the pseudoscalar a boson to leptons only. Background
yields are obtained after a maximum likelihood fit to observed data, taking into account the
systematic uncertainties detailed in Section 6.

Signal Backgrounds
Obs.

ma = 20 GeV ma = 60 GeV ZZ Reducible Total
µ+µ�t+

e t�
e 0.20±0.02 0.58±0.06 4.71±0.47 2.56±1.06 7.27±1.16 8

µ+µ�t±
e t⌥

µ 0.58±0.08 1.42±0.16 0.10±0.01 1.68±0.70 1.78±0.70 2
µ+µ�t±

e th
⌥ 0.74±0.08 2.02±0.20 0.16±0.02 5.66±1.48 5.82±1.48 5

µ+µ�t±
µ th

⌥ 0.96±0.10 2.30±0.22 0.13±0.02 0.91±0.28 1.14±0.29 1
µ+µ�th

+th
� 0.60±0.06 1.90±0.18 0.06±0.02 4.64±0.94 4.70±0.94 3

Combined 3.08±0.31 8.22±0.82 5.09±0.39 15.47±2.41 20.71±2.23 19

ties to the final results [75]. Uncertainties in the knowledge of the parton distribution func-
tions [89, 90] are taken into account as yield uncertainties, and do not affect the shape of signal
mass distributions. The uncertainty in the integrated luminosity amounts to 2.6%.

6.2 Systematic uncertainties for the h ! aa ! 4t search

The leading systematic uncertainty in the h ! aa ! 4t analysis comes from imperfect knowl-
edge of the background composition in the signal region; it amounts to up to 90% of the back-
ground yield, as discussed in Section 3. Other sources of systematic uncertainty specific to
this search affect the expected signal yield only. When added in quadrature to the background
uncertainty, signal yield uncertainties account for at most 6 (10)% of the total uncertainty for
mT  (>) 50 GeV. These minor uncertainties include an additional uncertainty of up to 10%
related to the muon isolation if the trigger muon comes from a boosted tµtX topology, as in
the ggh, Zh, and VBF production modes, rather than an isolated W leptonic decay, as in the
Wh mode. The signal yield is further affected by an asymmetric uncertainty in the t charge
misidentification probability of �1% and +2%. Up to 9.3% uncertainty in the signal yield is
considered to account for uncertainties in the mT computation because of uncertainties in the
E

miss
T measurements. The b veto on the seed jet of the tX object introduces a maximum of 9.4%

uncertainty in the signal yield. Finally, it should be noted that the full MC simulation and event
reconstruction were only performed for the ggh and Wh samples with ma = 5, 7, 9, 11, 13, and
15 GeV, and for the VBF and Zh samples with ma = 9 GeV. The yields for the VBF (Zh) samples
with ma = 5, 7, 11, 13, and 15 GeV were extrapolated from the ggh(Wh) simulated samples at the
corresponding pseudoscalar mass, which have similar final state kinematics. An uncertainty
between 19% and 25%, depending on the production mode and mT bin, is assigned to cover
imperfect knowledge of the acceptance for the signals that were not simulated.

6.3 Systematic uncertainties for the h ! aa ! 2µ2b search

For the h ! aa ! 2µ2b analysis, the energy of jets is varied within a set of uncertainties
depending on the jet pT and h. This amounts to a 7% variation of the expected signal yield. The
jet smearing corrections are altered within their uncertainties [74] to account for the uncertainty
arising from the jet energy resolution, which has an effect on the process yield of about 1%.
Furthermore, the uncertainty in the amount of pileup interactions per event is estimated by
varying the total inelastic pp cross section [91] by ±5%. All sources of uncertainties including
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Figure 6: Expected and observed upper limits at 95% CL on the h boson production normalized
to the SM prediction times B(h ! aa ! 2µ2t) in the µ+µ�t+

e t�
e (upper left), µ+µ�t±

e t⌥
µ

(upper right), µ+µ�t±
e t⌥

h (middle left), µ+µ�t±
µ th

⌥ (middle right), and µ+µ�th
+th

� (lower
left) final states, and for the combination of these five final states (lower right). None of the
event excesses exceed two standard deviations in global significance.
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7 Results

7.1 Results of the search for h ! aa ! 4t decays

The number of events observed in the signal window is compatible with the SM background
prediction for the h ! aa ! 4t analysis. Results are interpreted as upper limits on the pro-
duction of h ! aa relative to the SM Higgs boson production, scaled by B(h ! aa)B2(a !

t+t�) ⌘ B(h ! aa ! 4t). SM production cross sections are taken for ggh, Wh, Zh, and VBF
processes [92]. Upper limits are calculated using the modified CLs technique [93–96], in which
the test statistic is a profile likelihood ratio. The asymptotic approximation is used to extract
the results. In Figures 4, 5, and 6, the green (yellow) band labeled “±1(2)s Expected” denotes
the expected 68 (95)% C.L. band around the median upper limit if no data consistent with the
signal expectation were to be observed.

The expected limits and the observed limit for the combination of the low- and high-mT bin as a
function of ma are shown in Fig. 4. The sharp decrease in sensitivity between 5 and 7 GeV results
from the 4 GeV mµ+X signal requirement, which is less efficient for lower mass pseudoscalars.
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Figure 4: Observed 95% CL limits on the branching fraction B(h ! aa)B2(a ! t+t�) assum-
ing SM h production rates, compared to expected limits for pseudoscalar mass points between
5 and 15 GeV.

7.2 Results of the search for h ! aa ! 2µ2b decays

The analysis of the mass spectrum for the h ! aa ! 2µ2b search does not show any significant
excess of events over the SM background prediction either, as seen in Fig. 2. Upper limits on
the production of h ! aa relative to the SM Higgs boson ggh production mode, scaled by
B(a ! bb)B(a ! µ+µ�), are obtained at 95% CL with the asymptotic CLs method. The
observed and expected limits, together with the expected uncertainty bands, are illustrated in
Fig. 5. The oscillations in the observed limit arise from the narrow dimuon mass resolution
predicted for signal events.

7.3 Results of the search for h ! aa ! 2µ2t decays

For the h ! aa ! 2µ2t analysis, upper limits on the production of h ! aa relative to the
SM Higgs boson production (including ggh, VBF, Wh, Zh, and tth production modes), scaled

9

tt events, in which the tµtX candidate arises from misidentified jets, have been used to check
that events with nonisolated tX candidates have the same kinematic properties as those of the
signal sample.

Figure 1 shows the estimated misidentified jet background, the search region data, and simu-
lations of the four signal production models for both mT bins. Seven and fourteen events are
observed in the low- and high-mT bins, respectively.
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Figure 1: Comparison, for the h ! aa ! 4t search, of mµ+X distributions for data (black mark-
ers) and the misidentified jet background estimate (solid histogram) in the low-mT (left) and
high-mT (right) bins. Predicted signal distributions (dotted lines) for each of the four Higgs bo-
son production mechanisms are also shown; the distributions are normalized to an integrated
luminosity of the data sample of 19.7 fb�1, assuming SM Higgs boson production cross sec-
tions and B(h ! aa)B2(a ! t+t�) = 0.1. The last bin on the right contains all the events
with mµ+X � 4 GeV, which correspond to the numbers reported in Table 3.

4 Search for h ! aa ! 2µ2b decays

The search for a new scalar in h ! aa ! 2µ2b decays is restricted to masses between 25
and 62.5 GeV. The upper bound is imposed by the kinematic constraint of mh = 125 GeV,
while there is a sensitivity loss for this search below the lower bound due to overlap between
the two b jets or the two muons arising from an increased boost of the pseudoscalars [80]. A
slightly wider pseudoscalar mass range is however used for the selection, the optimization
aiming at maximum expected signal significance, and the eventual background modeling. In
particular, the wider mass range ensures a good description of the background distribution
over the entire search region, including regions near the boundaries. Events with an invariant
mass mµµ outside the range 20-70 GeV are discarded.

4.1 Event selection

In the search for h ! aa ! 2µ2b decays, events are triggered based on the presence of two
muons with pT > 17 GeV and pT > 8 GeV. For the offline selection, the leading muon pT
threshold is increased to 24 GeV, while the subleading muon pT must exceed 9 GeV. The two
muon candidates are required to have opposite electric charges and to be isolated. If more
than one muon is found for a given sign, the one with the highest pT is selected. At least two
jets with pT > 15 GeV and |h| < 2.4 are required to satisfy b-tag requirements that allow only
O(1%) of the light quark jets to survive, for an efficiency of '65% for genuine b jets. The E

miss
T
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4 with tan b = 0.5 (bottom right). Limits are shown as a function of the mass of the light
boson, ma. The branching fractions of the pseudoscalar boson to SM particles are computed
following a model described in Ref. [8]. Grey shaded regions correspond to regions where
theoretical predictions for the branching fractions of the pseudoscalar boson to SM particles
are not reliable.
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selections (the crossed-through points fail the Z veto), and (b) events passing the low-mass selection (the crossed-
through points are outside the m4` mass window of 120 GeV < m4` < 130 GeV).

resolution, respectively, in each decay channel. These scales and resolutions are estimated directly from
simulation. The mass scale is found to have a -2% bias in X ! ee decays, and -0.5% bias in X ! µµ
decays (i.e. a -1% bias is used in the eeµµ channel). The mass resolutions are estimated to be 3.5% in
X ! ee decays and 1.9% in X ! µµ decays (meaning, for example, that the standard deviation in the
4µ channel is about 1p

2
1.9% ⇡ 1.34% of mX). These scales and resolutions are valid across the full mass

range considered (1-60 GeV).

The Z(d)Zd benchmark model [12, 13] has been used to compute the reconstruction e�ciencies in the
fiducial phase spaces defined in table 4. The fiducial selections have been chosen to mimic the analysis
selections described in section 5. The leptons are “dressed”, i.e. in order to emulate the e↵ects of quasi-
collinear electromagnetic radiation of the charged leptons on their experimental reconstruction in the
detector [114], the four-momenta of all prompt photons within�R =

p
(�⌘)2 + (��)2 = 0.1 of a lepton are

added to the four-momentum of the closest lepton. For the ZdZd search, these e�ciencies are verified to be
compatible with the e�ciencies measured with the aa benchmark model to within 3% across the whole
mass range. Therefore upper limits on the cross sections corresponding to these fiducial phase spaces
should be applicable to any models of 125 GeV Higgs-boson decays to four leptons via two intermediate,
on-shell, narrow, promptly-decaying bosons. The fiducial cuts are applied to the four leptons in this decay.
These e�ciencies are used to compute 95% CL upper limits on the cross sections in the fiducial phase
space defined for the H ! XX ! 4` search. These model-independent limits are computed using the
CLs frequentist formalism [115] with the profile-likelihood test statistic. The results are shown in figure
6(a). Limits on the fiducial cross-section for the H ! ZZd ! 4` search have not been computed.

Model-dependent acceptances for the fiducial phase spaces are computed per channel for H ! ZZd ! 4`
and H ! XX ! 4` searches. The acceptance for the benchmark vector boson model is estimated for
both searches, whereas the acceptance for the benchmark pseudoscalar model is estimated only for the
H ! XX ! 4` search. The acceptances are used in a combined statistical model to compute upper
limits on �H · BR(H ! ZZd ! 4`) and �H · BR(H ! XX ! 4`) for each model. The Zd model
assumes partial fractions of 0.25:0.25:0.25:0.25 for the 4e:2e2µ:4µ:2µ2e channels, whereas the a model
assumes 100% decay to 4µ. These cross section limits are converted into limits on the branching ratios of
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High Mass selection Low Mass selection
Process (for 15 GeV < mX < 60 GeV) (for 1 GeV < mX < 15 GeV)
ZZ⇤ ! 4` 0.8 ± 0.1 0.10 ± 0.01
H ! ZZ⇤ ! 4` 2.6 ± 0.3 0.1 ± 0.1
EWK6 0.51 ± 0.18 0.06 ± 0.03
Z + (tt̄/J/ /⌥)! 4` 0.004 ± 0.004 –
Heavy Flavour – 0.07 ± 0.04
Reducible background 0 ± 0 –
Total 3.9 ± 0.3 0.4 ± 0.1
Data 6 0

Table 3: Expected event yields of the SM background processes and observed data in the two H ! XX ! 4`
selections. The uncertainties include statistical and systematic components (systematic uncertainties are discussed
in Section 7).

observed outside of this mass window, on an MC-based prediction of 15 ± 2 events from non-resonant
SM ZZ processes. These 16 events are shown in validation region VR4 in figure 2.
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Figure 4: Distributions of hm``i = 1
2 (m12 + m34) in the signal regions of (a) the high-mass selection, and (b) the

low-mass selection. The example signal distributions in Figure (a) correspond to the expected yield if the branching
ratio BR(H ! ZdZd ! 4`) is 10% of the size of the SM BR(H ! ZZ⇤ ! 4`) prediction, and the H production
cross section corresponds to the SM prediction.

9 Interpretation and discussion

With the results from section 8 not showing evidence for the signal processes of H ! ZZd ! 4` and
H ! XX ! 4`, the results are interpreted in terms of the benchmark models presented in section 2.

For the H ! ZZd ! 4` analysis, the signal shape is obtained directly from simulation using the Z(d)Zd
benchmark model [12, 13]. For the H ! XX ! 4` analysis, a simple Gaussian model is used for a
generic signal in the hm``i observable, with the mean and standard deviation depending on mass scale and
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Figure 2: Left for benchmark model 1: 95% CL upper limits from this search for the NMSSM
scenarios with ma1 = 0.25 GeV (dashed curve), ma1 = 2 GeV (dash-dotted curve) and ma1 =
3.55 GeV (dotted curve) on s(pp ! h1/2 ! 2a1)B2(a1 ! 2µ) as a function of mh1 in the range
86 < mh1 < 125 GeV and of mh2 for mh2 > 125 GeV. As an illustration, the limits are compared
to the predicted rate (solid curve) obtained using a simplified scenario with s(pp ! hi !

2a1) = 0.008 sSM, which yields predictions for the rates of dimuon pair events comparable to
the obtained experimental limits, and B(a1 ! 2µ) = 7.7%. The chosen B(a1 ! 2µ) is taken
from [17] for ma1 = 2 GeV and tan b = 20. Right for benchmark model 2: 95% CL upper
limits (black solid curves) from this search on s(pp ! h ! 2gD + X)B(h ! 2gD + X) (with
mn1 = 10 GeV, mnD = 1 GeV) in the plane of two of the parameters (# and mgD) for the dark
SUSY scenarios, along with constraints from other experiments [42–56] showing the 90% CL
exclusion contours. The colored contours represent different values of B(h ! 2gD + X) in the
range 0.1–40%.

generator-level acceptance for each of the two h1,2 bosons, and then using the measured upper
limit on the sum of two contributions to derive limits for any choice of NMSSM model param-
eters. To present results in a fashion allowing for straightforward interpretation, we note that if
one of the two CP-even Higgs bosons is the 125 GeV state observed at the LHC, then the other
one is either lighter or heavier. In the NMSSM it is typical that one of the two has approxi-
mately the SM production cross section and a small B(hi ! 2a), whereas the other one has
a suppressed production rate and large B(hi ! 2a) due to its large singlet fraction. In Fig. 2
(left) the limit at each mass point is calculated taking the CP-even Higgs boson with the corre-
sponding mass as the only source of signal events; the curve below 125 GeV applies to NMSSM
models in which mh1 < mh2 = 125 GeV, with h1 decays dominating the rate of 4µ events. The
limit at mh = 125 GeV corresponds to the case where 125 GeV = mh1 < mh2 , with h1 decays still
responsible for the vast majority of signal-like events. The points above 125 GeV correspond to
model points for which only h2 (mh2 > mh1 = 125 GeV) is allowed to have a sizeable rate of
observable 4µ events. Finally, for models with mh2 > 150 GeV, the limit at 150 GeV can be used
as a conservative estimate of the production rate limit. In each of these scenarios it is possible
that the other Higgs boson also contributes some fraction of the 4µ signal events, in which case
the limit shown is more conservative than would be given by an exact evaluation.

In the case of the dark SUSY scenario, a 95% CL limit on the product of the Higgs boson
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High Mass selection Low Mass selection
Process (for 15 GeV < mX < 60 GeV) (for 1 GeV < mX < 15 GeV)
ZZ⇤ ! 4` 0.8 ± 0.1 0.10 ± 0.01
H ! ZZ⇤ ! 4` 2.6 ± 0.3 0.1 ± 0.1
EWK6 0.51 ± 0.18 0.06 ± 0.03
Z + (tt̄/J/ /⌥)! 4` 0.004 ± 0.004 –
Heavy Flavour – 0.07 ± 0.04
Reducible background 0 ± 0 –
Total 3.9 ± 0.3 0.4 ± 0.1
Data 6 0

Table 3: Expected event yields of the SM background processes and observed data in the two H ! XX ! 4`
selections. The uncertainties include statistical and systematic components (systematic uncertainties are discussed
in Section 7).

observed outside of this mass window, on an MC-based prediction of 15 ± 2 events from non-resonant
SM ZZ processes. These 16 events are shown in validation region VR4 in figure 2.
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Figure 4: Distributions of hm``i = 1
2 (m12 + m34) in the signal regions of (a) the high-mass selection, and (b) the

low-mass selection. The example signal distributions in Figure (a) correspond to the expected yield if the branching
ratio BR(H ! ZdZd ! 4`) is 10% of the size of the SM BR(H ! ZZ⇤ ! 4`) prediction, and the H production
cross section corresponds to the SM prediction.

9 Interpretation and discussion

With the results from section 8 not showing evidence for the signal processes of H ! ZZd ! 4` and
H ! XX ! 4`, the results are interpreted in terms of the benchmark models presented in section 2.

For the H ! ZZd ! 4` analysis, the signal shape is obtained directly from simulation using the Z(d)Zd
benchmark model [12, 13]. For the H ! XX ! 4` analysis, a simple Gaussian model is used for a
generic signal in the hm``i observable, with the mean and standard deviation depending on mass scale and
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Figure 5: Leading dilepton mass (m12) vs subleading dilepton mass (m34) for (a) events passing the high mass
selections (the crossed-through points fail the Z veto), and (b) events passing the low-mass selection (the crossed-
through points are outside the m4` mass window of 120 GeV < m4` < 130 GeV).

resolution, respectively, in each decay channel. These scales and resolutions are estimated directly from
simulation. The mass scale is found to have a -2% bias in X ! ee decays, and -0.5% bias in X ! µµ
decays (i.e. a -1% bias is used in the eeµµ channel). The mass resolutions are estimated to be 3.5% in
X ! ee decays and 1.9% in X ! µµ decays (meaning, for example, that the standard deviation in the
4µ channel is about 1p

2
1.9% ⇡ 1.34% of mX). These scales and resolutions are valid across the full mass

range considered (1-60 GeV).

The Z(d)Zd benchmark model [12, 13] has been used to compute the reconstruction e�ciencies in the
fiducial phase spaces defined in table 4. The fiducial selections have been chosen to mimic the analysis
selections described in section 5. The leptons are “dressed”, i.e. in order to emulate the e↵ects of quasi-
collinear electromagnetic radiation of the charged leptons on their experimental reconstruction in the
detector [114], the four-momenta of all prompt photons within�R =

p
(�⌘)2 + (��)2 = 0.1 of a lepton are

added to the four-momentum of the closest lepton. For the ZdZd search, these e�ciencies are verified to be
compatible with the e�ciencies measured with the aa benchmark model to within 3% across the whole
mass range. Therefore upper limits on the cross sections corresponding to these fiducial phase spaces
should be applicable to any models of 125 GeV Higgs-boson decays to four leptons via two intermediate,
on-shell, narrow, promptly-decaying bosons. The fiducial cuts are applied to the four leptons in this decay.
These e�ciencies are used to compute 95% CL upper limits on the cross sections in the fiducial phase
space defined for the H ! XX ! 4` search. These model-independent limits are computed using the
CLs frequentist formalism [115] with the profile-likelihood test statistic. The results are shown in figure
6(a). Limits on the fiducial cross-section for the H ! ZZd ! 4` search have not been computed.

Model-dependent acceptances for the fiducial phase spaces are computed per channel for H ! ZZd ! 4`
and H ! XX ! 4` searches. The acceptance for the benchmark vector boson model is estimated for
both searches, whereas the acceptance for the benchmark pseudoscalar model is estimated only for the
H ! XX ! 4` search. The acceptances are used in a combined statistical model to compute upper
limits on �H · BR(H ! ZZd ! 4`) and �H · BR(H ! XX ! 4`) for each model. The Zd model
assumes partial fractions of 0.25:0.25:0.25:0.25 for the 4e:2e2µ:4µ:2µ2e channels, whereas the a model
assumes 100% decay to 4µ. These cross section limits are converted into limits on the branching ratios of
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Figure 6: 95% CL upper limits of the process H ! XX ! 4` on (a) model-independent fiducial cross sections
corresponding to the fiducial phase spaces defined in table 4 (separate phase spaces are defined for mX above and
below 15 GeV), and (b) branching fractions BR(H ! ZdZd) and BR(H ! aa) for the two benchmark models
considered in this paper. The step changes at the mX = 15 GeV boundary are due to tighter cuts applied in the
high-mass selection (raising the limit, as seen in the H ! aa model), as well as the addition of sensitivity to 4e
and 2e2µ final states (lowering the limit, as seen for the H ! ZdZd model). The step change in the fiducial cross
section in the 4µ channel is due to the change in e�ciencycaused by the change in fiducial phase space definition.
The shaded area in (b) is the quarkonia veto region.
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Figure 7: 95% CL upper limits on the branching fraction BR(H ! ZZd) for the vector boson model considered in
this note.
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Decay mode ATLAS CMS
Dataset Exp. lim. Obs. lim. Dataset Exp. lim. Obs. lim.

H→aa→4b 3.2 fb-1, 13 TeV - - - - - - - - - - - - - - -

H→aa→μμbb - - - - - - - - - -

20 fb-1, 8 TeVH→aa→μμττ 20 fb-1, 8 TeV

H→aa→4τ - - - - - - - - - -

H→aa→4μ - - - - - - - - - - 20 fb-1, 8 TeV

H→ZdZd→4ℓ 20 fb-1, 8 TeV - - - - - - - - - - - - - - -

H→Gχ→GGγ
20 fb-1, 8 TeV

20 fb-1, 8 TeV

H→χχ→GγGγ - - - - - - - - - - - - - - -

H→fdfd→4ℓ 2LSP
3.2 fb-1, 13 TeV - - - - - - - - - - - - - - -

H→fdfd→8ℓ 2LSP
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Kinematic selection

ATLAS CMS
ℓ1/ℓ2 pT  > ~25/10 GeV > 20/10 GeV

γ pT  > 15 GeV > 15 GeV

∆R(γ, ℓ) > 0.3 > 0.4

m(ℓℓ) 76 - 106 GeV > 50 GeV

m(ℓℓγ) 115 - 170 GeV 100 - 190 GeV

Other m(ℓℓ) + m(ℓℓγ) 
> 185 GeV


