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Classic motivation

· dark matter

· baryogenesis

· Higgs VEV

LHC physics

· fundamental questions

· huge data set

· complete uncertainty control

· first-principle precision simulations

Traditional methods

· discover in rates

· unveil little black holes

· find supersymmetry

· travel extra dimensions

· measure couplings
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Modern LHC physics

Classic motivation

· dark matter

· baryogenesis

· Higgs VEV

LHC physics

· fundamental questions

· huge data set

· complete uncertainty control

· first-principle precision simulations

Traditional methods

· discover in rates

· unveil little black holes

· find supersymmetry

· travel extra dimensions

· measure couplings

First-principle simulations

· start with Lagrangian

· calculate scattering using QFT

· simulate events

· simulate detectors

→ LHC events in virtual worlds

New physics searches

· compare simulations and data

· analyze data systematically

· understand LHC dataset [SM or BSM]

· publish useable results

→ With a little help from data science...

detectors EventsQCDscattering decay fragmentationshowerTheory

forward

inverse
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10 m
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· L1 hardware 40 MHz→ 100 kHz

· L2/HL software → 3 kHz

· L3 software → 200 Hz, 320 MB/s
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LHC data

Data from ATLAS & CMS

· protons on protons at E ≈ 13000×mp → relativistic kinematics

· crossing every 25 ns, 40 MHz, 1.6 MB per event→ 1 PB/s

· frequency vs size
10 m

3× 108 m/s
≈ 3× 10−8 s = 30 ns

→ Big and fast data

Triggering

· 10−6 suppression physics-loss-less

· L1 hardware 40 MHz→ 100 kHz

· L2/HL software → 3 kHz

· L3 software → 200 Hz, 320 MB/s

Strategies

· classic trigger cuts

· probabilistic prescale trigger

· downsized data scouting
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LHC data

Data from ATLAS & CMS

· protons on protons at E ≈ 13000×mp → relativistic kinematics

· crossing every 25 ns, 40 MHz, 1.6 MB per event→ 1 PB/s

· frequency vs size
10 m

3× 108 m/s
≈ 3× 10−8 s = 30 ns

→ Big and fast data

Triggering

· 10−6 suppression physics-loss-less

· L1 hardware 40 MHz→ 100 kHz

· L2/HL software → 3 kHz

· L3 software → 200 Hz, 320 MB/s

ML-questions

· identification of interesting events?

· identification unexpected events?

· data compression for analyses?
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Partons as QCD jets

· most interactions qq̄, gg → qq̄, gg

σpp→jj × L ≈ 108fb× 80
fb
≈ 1010 events

· quarks/gluon visible as jets
splittings described by QCD
hadronization and hadron decays in jets

· jets as decay products
67% W → jj 70% Z → jj 60% H → jj 67% t → jjj 60% τ → j ...

· new physics in ‘dark jets’

· typical process pp → t t̄H + jets→ bjj b̄jj bb̄ + jets

→ Everywhere in LHC physics
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Jets

Partons as QCD jets

· most interactions qq̄, gg → qq̄, gg

σpp→jj × L ≈ 108fb× 80
fb
≈ 1010 events

· quarks/gluon visible as jets
splittings described by QCD
hadronization and hadron decays in jets

· jets as decay products
67% W → jj 70% Z → jj 60% H → jj 67% t → jjj 60% τ → j ...

· new physics in ‘dark jets’

· typical process pp → t t̄H + jets→ bjj b̄jj bb̄ + jets

→ Everywhere in LHC physics

Dealing with jets

· 50-200 constituents per jet
40 pile-up events on top

· calorimeter + tracking = particle-flow

· jet algorithms returning parton 4-momentum

· sub-jet physics new for LHC
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Jets

Partons as QCD jets

· most interactions qq̄, gg → qq̄, gg

σpp→jj × L ≈ 108fb× 80
fb
≈ 1010 events

· quarks/gluon visible as jets
splittings described by QCD
hadronization and hadron decays in jets

· jets as decay products
67% W → jj 70% Z → jj 60% H → jj 67% t → jjj 60% τ → j ...

· new physics in ‘dark jets’

· typical process pp → t t̄H + jets→ bjj b̄jj bb̄ + jets

→ Everywhere in LHC physics

ML-questions

· fast particle/parton identification?

· data denoising against jet radiation and pileup?

· combination of calorimeter and tracking resolution?

· combination of low-level and high-level observables?
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· 1991: NN-based quark-gluon tagger
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ML-tagging: nothing is ever new

LHC visionaries

· 1991: NN-based quark-gluon tagger

· 1994: jet-algorithm W /top-tagger
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only hard parton 4-momentum interesting
parton content from ‘tagging’
QCD tests from theory observables
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QCD jet representation

Jet constituents

· historically
only hard parton 4-momentum interesting
parton content from ‘tagging’
QCD tests from theory observables

· ML-excitement phase [since 2015]

data-driven jet analyses
include as much data as possible
avoid intermediate high-level variables
calorimeter output as image
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QCD jet representation

Jet constituents

· historically
only hard parton 4-momentum interesting
parton content from ‘tagging’
QCD tests from theory observables

· ML-excitement phase [since 2015]

data-driven jet analyses
include as much data as possible
avoid intermediate high-level variables
calorimeter output as image

→ Deep learning = modern networks on low-level observables
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QCD jet representation

Jet constituents

· historically
only hard parton 4-momentum interesting
parton content from ‘tagging’
QCD tests from theory observables

· ML-excitement phase [since 2015]

data-driven jet analyses
include as much data as possible
avoid intermediate high-level variables
calorimeter output as image

→ Deep learning = modern networks on low-level observables

Convolutional network

· image recognition standard ML task

· top tagging on 2D jet images

· 40× 40 bins with calorimeter resolution
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Physics representation

Networks with 4-vector input

· sparsely filled picture: graph CNN

· physics objects from calorimeter and tracker

· distance measure known from e&m

ML-jet algorithm — combination layer

· input 4-vectors
(kµ,i ) =

k0,1 k0,2 · · · k0,N
k1,1 k1,2 · · · k1,N
k2,1 k2,2 · · · k2,N
k3,1 k3,2 · · · k3,N


· combining them

kµ,i
CoLa−→ k̃µ,j = kµ,i Cij C =


1 0 · · · 0 C1,N+2 · · · C1,M

0 1
... C2,N+2 · · · C2,M

...
...

. . . 0
...

...
0 0 · · · 1 CN,N+2 · · · CN,M


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Physics representation

Networks with 4-vector input

· sparsely filled picture: graph CNN

· physics objects from calorimeter and tracker

· distance measure known from e&m

ML-jet algorithm — combination layer

· input 4-vectors (kµ,i )

· combining them kµ,i
CoLa−→ k̃µ,j = kµ,i Cij

Invariants — Lorentz layer

· DNN on Lorentz scalars

k̃j
LoLa−→ k̂j =


m2(k̃j )

pT (k̃j )

...


→ Learn Minkowski metric

g =diag(0.99±0.02,

−1.01±0.01,−1.01±0.02,−0.99±0.02)
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Meet the professionals

A brief history of achievement

· 2014/15: first jet image papers

· 2017: first (working) ML top tagger

· ML4Jets 2017: What architecture works best?

· ML4Jets 2018: Lots of architectures work

→ Jet classification understood and done
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Meet the professionals

A brief history of achievement

· 2014/15: first jet image papers

· 2017: first (working) ML top tagger

· ML4Jets 2017: What architecture works best?

· ML4Jets 2018: Lots of architectures work

→ Jet classification understood and done

Path to LHC reality

· application in analyses?

· beyond top and QCD jets?

· uncertainties?

· resilience in experimental reality?

· beyond fully supervised learning?

· from jets to events?

· analyses only ML will allow us to do?

etc
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State of the art [Huilin Qu, CMS]
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THE NEED FOR A LARGE DATASET
JetClass: a new large-scale public jet dataset 

100M jets for training: ~ two orders of magnitude larger than existing public datasets 

10 classes: several unexplored scenarios, e.g., H->WW*->4q, H->WW*->ℓvqq, etc. 

comprehensive information per particle: kinematics, particle ID, track displacement

40

H ! 4qH ! bb̄ H ! cc̄ H ! gg H ! `⌫qq0

q/gt ! b`⌫t ! bqq0 W ! qq0 Z ! qq̄

H. Qu, C. Li, S. Qian,  
arXiv:2202.03772,

https://github.com/jet-universe/
particle_transformer/

Simulated w/ MadGraph + 
Pythia + Delphes
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State of the art [Huilin Qu, CMS]
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PARTICLENET
ParticleNet: jet tagging via particle clouds 

treating a jet as an unordered set of particles, distributed in the η — φ space 

graph neural network architecture, adapted from Dynamic Graph CNN [arXiv:1801.07829] 

treating a point cloud as a graph: each point is a vertex 

for each point, a local patch is defined by finding its k-nearest neighbors 

designing a permutation-invariant “convolution” function 

define “edge feature” for each center-neighbor pair: eij = hΘ(xi, xj) 

aggregate the edge features in a symmetric way: xi’ =  eijmeanj

16
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ParticleNet architecture

H. Qu and L. Gouskos
Phys.Rev.D 101 (2020) 5, 056019

cf. P. T. Komiske, E. M. Metodiev and J. Thaler, JHEP 01 (2019) 121;  
V. Mikuni and F. Canelli, Eur. Phys. J. Plus 135, 463 (2020); Mach.Learn.Sci.Tech. 2 (2021) 3, 035027.
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LUNDNET: PERFORMANCE
LundNet achieves very high performance at significant lower computational cost than ParticleNet 

due to fewer number of neighbors in a binary tree & static graph structure 

Moreover, LundNet provides a systematic way to control the robustness of the tagger 

the non-perturbative region can be effectively rejected by applying a kt cut on the Lund plane

33

F. Dreyer and H. Qu,
JHEP 03 (2021) 052

J
H
E
P
0
3
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2
0
2
1
)
0
5
2

Figure 6. Background rejection 1/εQCD versus signal efficiency εTop for top jet tagging with
transverse momentum pt > 500GeV.

about the structure of only one of the initial decay products of the original top quark,
limiting the performance that can be achieved without input from secondary planes. It is
however interesting to see that in this process with more complex topology, the LundNet-5
model provides a substantial performance gain over existing state-of-the-art methods such
as ParticleNet. This is due to the nature of its input, which contains already high-level
kinematic information about the radiation patterns of the jet, making it much simpler for
the neural network to learn how to distinguish signals with more involved signatures. Thus
the LundNet-3 model achieves almost the same signal purity as the ParticleNet algorithm,
despite having as input only a reduced 3-tuple of kinematic variables per node and taking
about an order of magnitude less time to train. Interestingly, the performance gap between
the two LundNet taggers is entirely due to the addition of the subjet mass and azimuthal
angle ψ to the input features of each declustering for the LundNet-5 model.

4.3 Quark/gluon discrimination

Our final benchmark considers the discrimination between quark and gluon initiated jets,
a core challenge in collider physics which has seen much research in recent years [8, 52–58].
For this study, we consider a signal sample of 500k quark-initiated jets obtained through

– 10 –

Top tagging

J
H
E
P
0
3
(
2
0
2
1
)
0
5
2

Number of Training time Inference time
parameters [ms/sample/epoch] [ms/sample]

LundNet 395k 0.472 0.117

ParticleNet 369k 3.488 1.036

Lund+LSTM 67k 0.424 0.131

Table 2. Summary for each model of the number of parameters, training time per sample and
epoch, and inference time per sample. The time is measured in milliseconds as obtained when
running the models on an Nvidia GTX 1080 Ti card.

Figure 12. Inference time per jet of the LundNet model as a function of the mean number of Lund
declusterings per 2TeV QCD jet. Each circle corresponds to a separate LundNet model trained for
a different kt cut, as indicated in the figure text.

needed for the Lund+LSTM model to converge. Due to its increased number of Edge-
Conv blocks, the LundNet model has 26k more parameters than ParticleNet. However, the
direct use of the Lund tree as the graph structure removes the need for a costly nearest-
neighbour search and also significantly reduces the number of edges for each node, therefore
increasing both the training and inference speed by almost an order of magnitude. This
is compounded by the fact that due to their higher-level kinematic inputs, the LundNet
models take significantly less epochs to converge to a good solution.3

3We note that in this benchmark the time needed to pre-process jets from list of particles to input data
to each model is not included. Due to its reliance on recursion, our python implementation takes about 4.3
ms per jet to recluster a jet and transform the clustering tree into a graph of Lund nodes. This is however
completely dependent on the data format used when saving Pythia events and can be therefore significantly
reduced through a more efficient processing pipeline implementation.

– 17 –
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Figure 8. Performance εW√
εQCD

versus resilience to non-perturbative effects.

5.1 Non-perturbative effects

Beyond its raw performance, it is important for practical applications that a tagger be
relatively robust to model-dependent non-perturbative effects. To carry out studies of
sensitivity to non-perturbative effects, we compare performance between a data sample of
both 50k signal and background jets produced at parton level, and a sample obtained with
hadronisation and underlying event models turned on in the event generator. The same
model, trained on hadron-level data, is evaluated on both samples for the comparison. For
this study, we use the same 2 TeV W jet sample as was used in section 4.1 as well as the
corresponding models shown in figure 5, which are now used to label jets from both parton
and hadron-level data.

Figure 8 shows the robustness of the tagger in conjunction with its performance. This
robustness is measured through the resilience ζNP [59], calculated using both the efficiency

– 12 –
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PARTICLE TRANSFORMER
Attention mechanism and Transformers: the new state-of-the-art architecture in ML 

Large Language Models: BERT, GPT-3, … 

Computer Vision: ViT, Swin-T, … 

AlphaFold2 for protein structure prediction 

Particle Transformer (ParT) 

Transformer-based architecture for jet tagging 

injecting physics-inspired pairwise features to  
“bias” the dot-product self-attention

39
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H. Qu, C. Li, S. Qian,  
arXiv:2202.03772,

https://github.com/jet-universe/
particle_transformer/

Particle Transformer for Jet Tagging

augmented version that can also exploit the pairwise particle
interactions directly. The P-MHA is computed as

P-MHA(Q, K, V ) = SoftMax(QKT /
p

dk + Y)V, (4)

where Q, K and V are linear projections of the particle
embedding xl. Essentially, we add the interaction matrix
Y to the pre-softmax attention weights. This allows P-
MHA to incorporate particle interaction features designed
from physics principles and modify the dot-product attention
weights, thus increasing the expressiveness of the attention
mechanism.

Class attention block. As illustrated in Figure 3(c), the
class attention block has a similar structure as the particle
attention block. However, unlike in the particle attention
block where we compute the self attention between parti-
cles, here we compute the attention between a global class
token xclass and all the particles using the standard MHA.
Specifically, the inputs to the MHA are

Q = Wqxclass + bq,

K = Wkz + bk,

V = Wvz + bv,

(5)

where z = [xclass,x
L] is the concatenation of the class token

and the particle embedding after the last particle attention
block, xL.

Implementation. We implement the ParT model in Py-
Torch (Paszke et al., 2019). Specifically, the P-MHA is im-
plemented using the PyTorch’s MultiheadAttention
by providing the interaction matrix Y as the attn mask
input. The baseline ParT model has a total of L = 8 par-
ticle attention blocks and 2 class attention blocks. It uses
a particle embedding of a dimension d = 128, encoded
from the input particle features using a 3-layer MLP with
(128, 512, 128) nodes each layer with GELU nonlinearity,
and LN is used in between for normalization. The interac-
tion input features are encoded using a 4-layer pointwise
1D convolution with (64, 64, 64, 16) channels with GELU
nonlinearity and batch normalization in between to yield
a d0 = 16 dimensional interaction matrix. The P-MHA
(MHA) in the particle (class) attention blocks all have 8
heads, with a query dimension d0 = 16 for each head, and
an expansion factor of 4 for the MLP. We use a dropout of
0.1 for all particle attention blocks, and no dropout for the
class attention block.

5. Experiments
We conduct experiments on the new JETCLASS dataset and
show the results in Section 5.1. The pre-trained ParT models
are also applied to two existing datasets with fine-tuning,
and the performance is compared to previous state-of-the-
arts in Section 5.2.

5.1. Experiments on JETCLASS Dataset

Setup. For experiments on the JETCLASS dataset, we use
the full set of particle features, including kinematics, particle
identification, and trajectory displacement, as inputs. The
full list of 17 features for each particle is summarized in
Table 5. In addition, the 4 interaction features introduced
in Equation (3) are also used for the ParT model. The
training is performed on the full training set of 100 M jets.
We employ the Lookahead optimizer (Zhang et al., 2019)
with k = 6 and ↵ = 0.5 to minimize the cross-entropy
loss, and the inner optimizer is RAdam (Liu et al., 2020)
with �1 = 0.95, �2 = 0.999, and ✏ = 10�5. A batch
size of 512 and an initial learning rate (LR) of 0.001 are
used. No weight decay is applied. We train for a total of
1 M iterations, amounting to around 5 epochs over the full
training set. The LR remains constant for the first 70% of
the iterations, and then decays exponentially, at an interval
of every 20 k iterations, down to 1% of the initial value
at the end of the training. Performance of the model is
evaluated every 20 k iterations on the validation set and a
model checkpoint is saved. The checkpoint with the highest
accuracy on the validation set is used to evaluate the final
performance on the test set.

Baselines. We compare the performance of ParT with 3
baseline models: the PFN (Komiske et al., 2019b) architec-
ture based on Deep Sets (Zaheer et al., 2017), the P-CNN
architecture used by the DeepAK8 algorithm of the CMS
experiment (Sirunyan et al., 2020b), and the state-of-the-
art ParticleNet architecture (Qu & Gouskos, 2020) adapted
from DGCNN (Wang et al., 2019). All the models are
trained end-to-end on the JETCLASS dataset for the same
number of effective epochs for a direct comparison. For
ParticleNet, we directly use the existing PyTorch imple-
mentation. For PFN and P-CNN, we re-implement them
in PyTorch and verify that the published results are repro-
duced. The optimizer and LR schedule remain the same as
in the training of ParT. The (batch size, LR) combination is
re-optimized and chosen to be (512, 0.01) for ParticleNet
and (4096, 0.02) for PFN and P-CNN.

Results. Performance on the JETCLASS dataset is evaluated
using the metrics described in Section 2, and the results are
summarized in Table 1. The proposed ParT architecture
achieves the best performance on every metric, and outper-
forms the existing state-of-the-art, ParticleNet, by a large
margin. The overall accuracy is increased by 1.7% com-
pared to ParticleNet. Moreover, for the physics-oriented
metric, the background rejection, ParT improves over Par-
ticleNet by a factor of 3 for t ! bqq0, a factor of 2 for
H ! 4q, and about 70% for H ! cc̄. It is also clear that,
the earlier PFN and P-CNN models lag substantially behind
ParticleNet and ParT on this large dataset, amounting to up
to an order of magnitude difference in background rejection.

and more…
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as the particles in a jet are permutation invariant. The spatial
information (i.e., the flying direction of each particle) is
directly included in the particle inputs. We feed the particle
embedding x0 into a stack of L particle attention blocks
to produce new embeddings, x1, ...,xL via multi-head self
attention. The interaction matrix Y is used to augment the
scaled dot-product attention by adding it as a bias to the
pre-softmax attention weights. The same Y is used for all
the particle attention blocks. After that, the last particle
embedding xL is fed into two class attention blocks, and a
global class token xclass is used to extract information for
jet classification via attention to all the particles, following
the CaiT approach (Touvron et al., 2021). The class token
is passed to a single-layer MLP, followed by softmax, to
produce the final classification scores.

Remark. ParT can also be viewed as a graph neural network
on a fully-connected graph, in which each node corresponds
to a particle, and the interactions are the edge features.

Particle interaction features. While the ParT architecture
is designed to be able to process any kinds of pairwise in-
teraction features, for this paper we only consider a specific
scenario in which the interaction features are derived from
the energy-momentum 4-vector, p = (E, px, py, pz), of
each particle. This is the most general case for jet tagging,
as the particle 4-vectors are available in every jet tagging

task. Specifically, for a pair of particles a, b with 4-vectors
pa, pb, we calculate the following 4 features:

� =
p

(ya � yb)2 + (�a � �b)2,

kT = min(pT,a, pT,b)�,

z = min(pT,a, pT,b)/(pT,a + pT,b),

m2 = (Ea + Eb)
2 � kpa + pbk2,

(3)

where yi is the rapidity, �i is the azimuthal angle, pT,i =
(p2

x,i + p2
y,i)

1/2 is the transverse momentum, and pi =
(px,i, py,i, pz,i) is the momentum 3-vector and k · k is the
norm, for i = a, b. Since these variables typically have
a long-tail distribution, we take the logarithm and use
(ln�, ln kT, ln z, ln m2) as the interaction features for each
particle pair. The choice of this set of features is motivated
by Dreyer & Qu (2021).

Particle attention block. A key component of ParT is the
particle attention block. As illustrated in Figure 3(b), the
particle attention block consists of two stages. The first
stage includes a multi-head attention (MHA) module with
a LayerNorm (LN) layer both before and afterwards. The
second stage is a 2-layer MLP, with an LN before each
linear layer and GELU nonlinearity in between. Residual
connections are added after each stage. The overall block
structure is based on NormFormer (Shleifer et al., 2021),
however, we replace the standard MHA with P-MHA, an
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Likelihood-based inference

Unlabeled likelihood ratio [CWoLa]

· Neyman-Pearson lemma: LR optimal discriminator

· likelihood ratio for event samples

LR(x) =
p(x|HS+B)

p(x|HB)
=

Pois(n|s + b) Πn
j=1fS+B(xj )

Pois(n|b) Πn
j=1fB(xj )

= e−s
(

s + b
b

)n Πj fS+B(xj )

Πj fB(xj )

· additive log-likelihood ratio

LLR(x) = −s +
∑

j

log

(
1 +

sfS(xj )

bfB(xj )

)
· LLR from simulation and/or classifier
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Unlabeled likelihood ratio [CWoLa]

· Neyman-Pearson lemma: LR optimal discriminator

· problem no signal and background samples to train on
instead samples pj with signal fractions fj and background fractions 1− fj
· phase space densities (

p1(x)
p2(x)

)
=

(
f1 1− f1
f2 1− f2

)(
pS(x)
pB(x)

)
⇔

(
pS(x)
pB(x)

)
=

1
f1 − f2

(
1− f2 f1 − 1
−f2 f1

)(
p1(x)
p2(x)

)
· goal: train classifier to extract

pS(x)

pB(x)
=

(1− f2)p1(x) + (f1 − 1)p2(x)

−f2p1(x) + f1p2(x)
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· Neyman-Pearson lemma: LR optimal discriminator

· problem no signal and background samples to train on
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· phase space densities (

p1(x)
p2(x)

)
=

(
f1 1− f1
f2 1− f2

)(
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pB(x)

)
⇔

(
pS(x)
pB(x)

)
=

1
f1 − f2

(
1− f2 f1 − 1
−f2 f1

)(
p1(x)
p2(x)

)
· goal: train classifier to extract

pS(x)

pB(x)
=

(1− f2)p1(x) + (f1 − 1)p2(x)

−f2p1(x) + f1p2(x)

· trick: train classifier for

p1(x)

p2(x)
=

f1pS(x) + (1− f1)pB(x)

f2pS(x) + (1− f2)pB(x)
=

f1
pS(x)

pB(x)
+ 1− f1

f2
pS(x)

pB(x)
+ 1− f2

d
d(pS/pB)

p1(x)

p2(x)
=

f1

[
f2

pS(x)

pB(x)
+ 1− f2

]
− f2

[
f1

pS(x)

pB(x)
+ 1− f1

]
[

f2
pS(x)

pB(x)
+ 1− f2

]2 =
f1 − f2[

f2
pS(x)

pB(x)
+ 1− f2

]2

→ Apply mixed instead of pure classifier
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Impoved bump hunts [CWoLa, Anode, Cathode]

m

a.u.

SB SR SB

x

pdata(x|m ∈ SB)
= pbg(x|m ∈ SB)

x

pdata(x|m ∈ SR)

x

pdata(x|m ∈ SB)
= pbg(x|m ∈ SB)

· bump hunt in m
orthogonal information in x

1. CWola on SB and SR samples
x ∼ pdata(x|m ∈ SR)

x ∼ pdata(x|m ∈ SB)

class−→ pS+B(x)

pB(x)
→ pS(x)

pB(x)

· but problem with correlations in m and x
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2. density estimation through normalizing flow

pmodel(x|m ∈ SB)
interpol−→ pmodel(x|m ∈ SR)

· computable LR in signal regions

LR(x) =
pdata(x|m ∈ SR)
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∼ pS+B(x)

pB(x)
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· but problem with correlations in m and x

2. density estimation through normalizing flow

pmodel(x|m ∈ SB)
interpol−→ pmodel(x|m ∈ SR)

· computable LR in signal regions

LR(x) =
pdata(x|m ∈ SR)

pmodel(x|m ∈ SR)
∼ pS+B(x)

pB(x)

3. background generation using normalizing flow

pmodel(x|m ∈ SB)
sample−→ x ∼ pmodel(x|m ∈ SR)

· classifier on event samples
x ∼ pmodel(x|m ∈ SR)

x ∼ pmodel(x|m ∈ SB)

class−→ pS+B(x)

pB(x)

→ Guess which works best?
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Dirty LHC secret

· proton-proton collisions from parton-parton predictions [x = Eparton/Eproton]

σtot =

∫ 1

0
dx1

∫ 1

0
dx2

∑
partons ij

fi (x1) fj (x2) σ̂ij (x1x2E2)

· DGLAP equation, including factorization scale µ

dfi (x, µ)

d log µ2
=
∑

partonsj

∫ 1

x

dz
z

αs

2π
Pi←j (z) fj

(
x
z
, µ

)
=
αs

2π

∑
j

(
Pi←j ⊗ fj

)
(x, µ)

· historic parametrization
fi (x, µ0) = a0xa1 (1− x)a2 ea3x+a4x2

→ WTF... → lattice gauge theory?
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Non-parametric network fit

· parametrizations not useful

· bias problematic

→ NNPDF
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Abstract

We construct a parametrization of deep–inelastic structure functions which retains information
on experimental errors and correlations, and which does not introduce any theoretical bias while
interpolating between existing data points. We generate a Monte Carlo sample of pseudo–data
configurations and we train an ensemble of neural networks on them. This effectively provides
us with a probability measure in the space of structure functions, within the whole kinematic
region where data are available. This measure can then be used to determine the value of the
structure function, its error, point–to–point correlations and generally the value and uncertainty
of any function of the structure function itself. We apply this technique to the determination
of the structure function F2 of the proton and deuteron, and a precision determination of the
isotriplet combination F2[p-d]. We discuss in detail these results, check their stability and
accuracy, and make them available in various formats for applications.
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structure function, its error, point–to–point correlations and generally the value and uncertainty
of any function of the structure function itself. We apply this technique to the determination
of the structure function F2 of the proton and deuteron, and a precision determination of the
isotriplet combination F2[p-d]. We discuss in detail these results, check their stability and
accuracy, and make them available in various formats for applications.

April 2002

Nnet NMC+BCDMS NMC BCDMS
χ2 1.10 1.16 1.03

〈E〉rep 2.64 2.74 2.53
R 0.96 0.90 1.04

r
[
F (net)

]
0.998 0.986 0.999〈

V [σ(net)]
〉

dat
9.1 × 10−5 1.4 × 10−4 3.2 × 10−5

〈
PE[σ(net)]

〉
dat

61% 66% 56%〈
σ(exp)

〉
dat

0.010 0.014 0.006〈
σ(net)

〉
dat

0.006 0.007 0.004

r[σ(net)] 0.72 0.34 0.94〈
V [ρ(net)]

〉
dat

0.17 0.21 0.11〈
ρ(exp)

〉
dat

0.31 0.22 0.43〈
ρ(net)

〉
dat

0.63 0.57 0.71

r[ρ(net)] 0.50 0.27 0.69〈
V [cov(net)]

〉
dat

3.4 × 10−10 1.2 × 10−9 2.1 × 10−10

〈
cov(exp)

〉
dat

3.2 × 10−5 4.0 × 10−5 2.2 × 10−5

〈
cov(net)

〉
dat

2.6 × 10−5 3.0 × 10−5 1.3 × 10−5

r[cov(net)] 0.71 0.63 0.90

Table 6: Deuteron results

6 Summary

We have presented a determination of the probability density in the space of structure func-
tions for the structure function F2 for proton, deuteron and nonsinglet, as determined from
experimental data of the NMC and BCDMS collaborations. Our results, for each of the three
structure functions, take the form of a set of 1000 neural nets, each of which gives a determi-
nation of F2 for given x and Q2. The distribution of these functions is a Monte Carlo sampling
of the probability density. This Monte Carlo sampling has been obtained by first, producing a
sampling of the space of data points based on the available experimental information through
a set of Monte Carlo replicas of the original data, and then, training each neural net to one of
these replicas.

In practice, all functions are given by a FORTRAN routine which reproduces a feed–forward
neural network (described in Section 3) entirely determined by a set of 47 real parameters. Each
function is then specified by the set of values for these parameters. Our results are available at
the web page http://sophia.ecm.ub.es/f2neural/. The full set of FORTRAN routines and
parameters can be downloaded from this page. On–line plotting and computation facilities for
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THE FUNCTIONAL MONTE CARLO
REPLICA SAMPLE OF FUNCTIONS , PROBABILITY DENSITY IN FUNCTION SPACE
KNOWLEDGE OF LIKELIHHOD SHAPE (FUNCTIONAL FORM) NOT NECESSARY

FINAL PDF SET: f
(a)
i (x, µ);

i =up, antiup, down, antidown, strange, antistrange, charm, gluon; j = 1, 2, . . . Nrep
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THE ML METHODOLOGY

HYPEROPTIMIZED PARAMETERS
NN ARCHITECTURE

x ln x

xg(x, Q0) xΣ(x, Q0) xV(x, Q0) xV3(x, Q0) xT3(x, Q0) xT15(x, Q0)xT8(x, Q0)xV8(x, Q0)
xg(x, Q0) xu(x, Q0) xū(x, Q0) xd(x, Q0) xs(x, Q0) xc+(x, Q0)xs̄(x, Q0)xd̄(x, Q0)

n(4) = 8

n(3) = 20

n(2) = 25

n(1) = 2

• HYPEROPT ADAPTS TO EXTERNAL CHOICES (E.G. PARAMETRIZATION BASIS)

• SIMILAR RESULTS CAN BE OBTAINED WITH RATHER DIFFERENT SETTINGS

• ⇠ 800 FREE PARAMETERS
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FITTING THE METHODOLOGY
HYPEROPTIMIZATION SCANS

HYPEROPT PARAMETERS

NEURAL NETWORK FIT OPTIONS
NUMBER OF LAYERS (*) OPTIMIZER (*)
SIZE OF EACH LAYER INITIAL LEARNING RATE (*)

DROPOUT MAXIMUM NUMBER OF EPOCHS (*)
ACTIVATION FUNCTIONS (*) STOPPING PATIENCE (*)

INITIALIZATION FUNCTIONS (*) POSITIVITY MULTIPLIER (*)

• SCAN PARAMETER SPACE

• OPTIMIZE FIGURE OF MERIT: VALIDATION �2

• BAYESIAN UPDATING
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NNPDF4.0 VS. NNPDF3.1
• FULL BACKWARD COMPATIBILITY

• SUBSTANTIAL REDUCTION IN UNCERTAINTY

SINGLET GLUON

UP ANTIDOWN
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ML-LHC introduction

Summary
· particle physics has questions

· LHC is big and fast data

· data needs regression and classification

· knowledge comes through theory and simulation

· stochastic data and uncertainty craziness

Outlook

1. introduction (done)

2. uncertainties and Bayesian networks [TP]

3. generation and inversion [AB]

4. tutorial/hands-on fun [AB]

5. favorite cool ideas [AB,TP]
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