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Abstract Scientists’ sense of social responsibility is particularly relevant for
emerging technologies. Since a regulatory vacuum can sometimes occur in the early
stages of these technologies, individual scientists’ social responsibility might be one
of the most significant checks on the risks and negative consequences of this sci-
entific research. In this article, we analyze data from a 2011 mail survey of leading
U.S. nanoscientists to explore their perceptions the regarding social and ethical
responsibilities for their nanotechnology research. Our analyses show that leading
U.S. nanoscientists express a moderate level of social responsibility about their
research. Yet, they have a strong sense of ethical obligation to protect laboratory
workers (in both universities and industry) from unhealthy exposure to nanomate-
rials. We also find that there are significant differences in scientists’ sense of social
and ethical responsibility depending on their demographic characteristics, job af-
filiation, attention to media content, risk perceptions and benefit perceptions. We
conclude with some implications for future research.

Keywords Social responsibility - Scientist perceptions - Research ethics -
Nanotechnology

Introduction

At the 2013 American Association for the Advancement of Science (AAAS) Annual
meeting in Boston, Mark S. Frankel, the director of the Scientific Responsibility,
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Human Rights, and Law Program at AAAS, argued that scientists should think
deeply about their social responsibilities and ethical obligations for their research
results. According to Frankel, scientists have professional or “internal” responsi-
bilities for their scientific research, which means complying with “standards agreed
upon by the scientific community” (Frankel 2013, Spring). In addition, Frankel
argued that scientists have external, social responsibilities “toward the larger
community” because scientific research is often funded by public money (Frankel
2013, Spring). This is a recent example of a call for scientists’ social responsibility;
yet, there have been concerns about the social responsibility of science throughout
the late modern era (Brunner and Ascher 1992).

The purpose of this article is to give an updated view of how the leading U.S.
nano-scientists think about their social responsibility and ethical obligations for
their research. Scientists’ sense of social responsibility could be particularly
relevant for emerging technologies because regulation for these technologies often
lags behind technological developments. Since there can be a regulatory vacuum in
the early stages of emerging technologies, individual scientists’ social responsibility
might be one of the most important checks on the risks and negative consequences
of the scientific research. In previous cases, when regulatory frameworks have been
slow to develop scientists have acted on a sense of ethical obligation to take
responsibility for their research without a law requiring them to do so (Frankel
1994; Lynch and Kline 2000). In line with these studies, Alvin Weinberg, a well-
known nuclear physicist famously remarked,

Of all the traits which qualify a scientist for citizenship in the republic of
science, I would put a sense of responsibility as a scientist at the very top. A
scientist can be brilliant, imaginative, clever with his hands, profound, broad,
narrow — but he is not much as a scientist unless he is responsible (Weinberg
1978, p. 1).

There are two characteristics of the policy process that have contributed to the
relatively slow development of regulations in the area of emerging technologies.
First, the system of checks and balances on which the U.S. policy-making process is
designed ensures that policy change is often incremental and slow moving
(Lindblom 1959). As James Madison famously stated, “Ambition must be made to
counteract ambition” (1788). This principle of the separation of powers in the U.S.
Constitution has played an important role in preventing the concentration of power
in one governmental branch. In short, it provides for a system of checks and
balances (Sharp 1935). These checks and balances often yield a policy process that
results in policy change that is incremental rather than comprehensive (Lindblom
1959). Since this governmental system of checks and balances can result in a more
decentralized and democratic system, this is often a desirable characteristic of the
policy process (Woodhouse and Collingridge 1993). However, an incremental and
slow process of policy-making provides a challenge in the case of emerging
technologies because the science tends to move forward quickly while regulations
lag behind.

Second, a lack of scientific consensus about the full range of risks and benefits of
nanotechnology (Kahan et al. 2007) can hinder the rapid development of new
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regulations to deal with the technology. Regulatory agencies, such as the U.S.
Environmental Protection Agency (EPA) and the U.S. Food and Drug Adminis-
tration (FDA), continue to rely on frequent and detailed conversations with leading
nano-scientists to develop policies to protect the public from any risks associated
with the technology (Corley et al. 2009; Roco and Bainbridge 2003). Thus,
scientists’ perceptions about the risks, benefits and social responsibility of
nanotechnology research are especially relevant for emerging technologies.

Of course, Frankel’s calls for social responsibility by scientists are not the only
ones that are drifting through the academic community. This sentiment is
represented in many normative calls that academic scholars have made for a sense
of social responsibility among scientists. In the next section, we will briefly
highlight some of the most relevant normative arguments by scholars, governments,
and professional organizations.

Scientists’ Social Responsibility: Normative Arguments

Within social science fields, several scholars have called for an increase in
scientists’ social responsibility and ethical obligations for their research (Guston and
Sarewitz 2002; Jasanoff 2010; Krogsgaard-Larsen et al. 2011; Mansour 2009). At
the same time, natural and physical scientists have argued for social responsibility
within their fields of study (Nordgren 2001; Eggleson 2013). As one example,
Kathleen Eggleson, a scientist at the University of Notre Dame, argues that
“thought about dual-use, and action when appropriate, is inherent to socially
responsible practice of nanobiomedical science” (Eggleson 2013). To further
reinforce her beliefs, Dr. Eggleson founded the Nano Impacts Intellectual
Community at Notre Dame. This program involves a monthly meeting that
draws together campus researchers, leaders from the local area, visiting scholars,
and authors from outside the university to discuss the ethics and impact of
nanotechnology development.

In addition to individual social scientists and natural scientists, professional
organizations and groups have also called for scientific social responsibility. For
example, the AAAS Committee on Scientific Freedom and Responsibility notes that
“scientific responsibilities arise as a result of the scientist’s special knowledge, and
from the insight emerging from that knowledge” (Lippincott 1975, p. 417). This
same committee concluded that “the issues of scientific freedom and responsibility
are basically inseparable” (Lippincott 1975, p. 417).

More recently, the National Academy of Sciences published a guide for
responsible conduct in research, titled “On Being a Scientist.” In accordance with
previous editions published in 1989 and 1995, this document provides an overview
of standards for responsibility in research. It points out how scientific results greatly
influence society because policy makers and voters rely on science when making
decisions, thus “researchers have an obligation to act in ways that serve the public”
(COSEPUP 2009, p. 2). In addition, the National Science Advisory Board on
Biosecurity (NSABB) has acknowledged the dual-use potential of science; they
have argued that “individuals involved in any stage of life sciences research have an
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ethical obligation to avoid or minimize the risks and harm that could result from
malevolent use of research outcomes” (NSABB 2012, p. 9).

Not only do scientists increasingly consider social and ethical responsibilities during
their research, scholars also have argued that these concepts should be a core part of
training and education for scientists and engineers (Pimple 2002; Zandvoort et al. 2013;
Bgrsen et al. 2013). Yet, in traditional departments, scientists are often encouraged to
pursue their work with a goal of advancing science as quickly as possible, while shying
away from dealing with the non-science aspects of their research (such as politics, ethics
or social responsibility) (Evers 2001). In fact, scientists have often been treated as trusted
experts because their research was believed to be based solely on the scientific method
(and separated from societal viewpoints). According to this traditional worldview,
scientists’ main task is to test theories and advance scientific knowledge, while the
application of this knowledge (as well as the management of risks) is left for industry,
policy makers or politicians (Evers 2001).

Many professional and governmental organizations are challenging this tradi-
tional worldview by arguing that scientific disciplines should change the way
scientists are trained to better address issues of social responsibility (Bird 1994,
1999; Colby and Sullivan 2008). For example, in 1999, the World Conference on
Science issued a “Declaration on Science and the Use of Scientific Knowledge” that
proposed the inclusion of science ethics in scientific curricula. The declaration
stated that ethics and scientific responsibility are integral parts of scientists’ work
and, therefore, they should be a primary part of the education and training of all
scientists (UNESCO 2000).

Although the border between policy neutrality and policy advocacy may not
always be clear (Lackey 2007), recent theories of science policy regard scientists as
individuals with heuristics and biases rather than neutral or objective informants
who are free from making judgements of value (Weber and Schell Word 2001;
Weible et al. 2009; Ravetz 1990; Collingridge and Reeve 1986). For example,
within the public policy literature, the concept of an Advocacy Coalition
Framework (ACF) emphasizes the role of scientists in the policy making process
(Sabatier 1998; Sabatier and Jenkins-Smith 1993, 1999). Furthermore, the ACF
assumes that political actors (including scientists) are subject to cognitive biases or
belief systems (Henry 2009). Similarly, Weible (2007) argues that there is a
growing recognition that public policy controversies are often driven by value
differences instead of technical deficiencies.

Cultural theorists argue that the social values and worldviews of an individual
play an important role in perceptions and behaviors (Leiserowitz 2006; Dake 1991;
Wildavsky and Dake 1990). More specifically, people with different values may
react in divergent ways to the same information. Also, they may assess the dangers
(or benefits) of technology in different ways (Kahan et al. 2007; Siegrist et al. 2007).
While many existing studies focus on the role of lay person values, a recent survey
of nano-scientists and engineers has shown that value predispositions affect
scientists’ opinions about technology as well (Ho et al. 2011). This study suggests
that both scientific experts and lay people use heuristic deliberations when forming
opinions about nanotechnology; however, experts tend to rely relatively less on
values than the public (Ho et al. 2011). If individual scientists hold different
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worldviews or value predispositions, they might perceive their social and ethical
obligations differently (even if they have the same scientific information).

Hypotheses

In this study, we used eight survey questions to capture scientists’ sense of ethical
obligation and social responsibility for their research. In Table 1 below, we outline
these eight statements and their associated descriptive statistics.

While several of these statements are designed to measure scientists’ sense of
social and ethical responsibilities about their general research, three of the eight
statements are focused specifically on issues of responsibility for nano-worker
safety. This focus is important because one of the most urgent ethical issues
surrounding nanotechnology is related to the potential health and environmental
risks of nanoparticles (Schummer 2004). Furthermore, a significant aspect of
nanotechnology regulations involves protecting workers from unhealthy exposure to
nanomaterials (Poland et al. 2008). Even though the Occupational Safety and Health
Act of 1970 (OSHA) requires employers to provide working conditions that are free
of known dangers, there are few regulations in place to protect manufacturing and
laboratory workers from nanomaterials. While the National Institute for Occupa-
tional Safety and Health (NIOSH) has taken the lead on providing research results
and best practices for nano-worker safety issues, they do not issue formal
regulations.

Table 1 Nano-scientist perceptions regarding ethical obligations and social responsibility (N = 444)

Mean SD

1 = strongly disagree; 5 = strongly agree
Ethics variables—laboratory safety

(1) “Directors of university-based laboratories have an ethical obligation to protect their 4.67  0.72
workers from unhealthy exposure to nanomaterials”

(2) “Directors of industry-based laboratories have an ethical obligation to protect their ~ 4.72  0.69
workers from unhealthy exposure to nanomaterials”

(3) “Federal funding agencies (such as the National Science Foundation) should require 4.07  1.17
that funded nanotech laboratories implement internal guidelines to protect lab workers
from unhealthy exposure to nanomaterials”

Ethics variables—balancing ethics and academic freedom
(4) “The authorities should formally oblige scientists to respect ethical standards” 380 1.15

(5) “Scientists should be free to carry out the research they wish, provided they respect 4.24  1.09
ethical standards”

Social responsibility variables
(6) “Scientists are responsible for the misuse of their discoveries by other people” 1.85 1.07

(7) “A discovery is in itself neither good nor bad, it is only the way the discovery is used 4.18  1.07
which matters”

(8) “As members of society, scientists share responsibility for any use or misuse of their 3.11 1.35
discoveries”
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In the absence of formal regulations to protect workers from nanomaterials, one
of the most important limits on unhealthy exposure might be a supervisor’s ethical
obligation to ensure that laboratory and manufacturing workers are taking safety
precautions against the potential risks of nanomaterial exposure. Additionally,
employers and workers may expect scientists and authoritative organizations to help
interpret hazard and risk data; yet, this expectation might require that scientists go
beyond the standard boundaries of their daily research (Schulte and Salamanca-
Buentello 2007). Based on the existing literature, we have developed several
hypotheses related to scientists’ perceptions about social and ethical responsibilities
for their research. We will discuss these below.

Demographic Variables

Previous research has demonstrated that factors such as gender, career status, and
political ideology are related to how scientists view (and form commitments to)
society (Besley and Nisbet 2013). In this section, we will highlight some of these
existing studies and use them to develop our hypotheses.

Gender

Previous studies on human behavior and gender roles have concluded that females
tend to be more interdependent, cooperative, and have a stronger “ethic of care,”
while males tend to be more independent and competitive (Chodorow 1974;
Gilligan 1977). Given these previous studies, we expect that female scientists will
have a stronger responsibility for the social implications of nanotechnology. Our
first hypothesis is listed below.

Hypothesis 1 Female nano-scientists have a stronger sense of social and ethical
responsibility for their nanotechnology research than male nano-scientists.

Career Affiliation

Although the distinction between academic science and industrial science is less
dramatic than it was decades ago, there are still resource and time delays for
academic discoveries to make their way into commercial products and practical
applications (Rotblat 1999). Therefore, we speculate that university researchers
might be less likely than industrial researchers to translate their research outcomes
into practical applications; and this could be correlated with a weaker sense of social
responsibility for research than scientists working in other environments (such as
industry). This existing research informed the development of our second
hypothesis which is listed below.

Hypothesis 2 Nano-scientists working in academia have a weaker sense of social
and ethical responsibility for the implications of their nanotechnology research than
their peers in non-academic environments.
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Political Ideology

We also explored the relationship between scientists’ political ideology and their
sense of social and ethical responsibility for their research. In the U.S., citizens
maintain a broad range of social perceptions about citizenship rights and
responsibilities. Previous research has demonstrated that there is a partisan
polarization among the public for a number of social and moral issues (Coffe and
Bolzendahl 2011; Dalton 2009). Additional studies have confirmed considerable
(and growing) gaps between partisan groups on these issues (Evans 2003; Graham
et al. 2009). At the same time, research has demonstrated that Democrats might put
more value on social duties and political participation (such as voting in elections,
paying taxes, serving in the military, and obeying the law) than Republicans, while
Independents often have weaker citizenship norms and put less value on political
duties in comparison to both Democrats and Republicans (Dalton 2008, 2009).
Additionally, some scholars have concluded that Democrats are more supportive of
social welfare and government social policies, while Republicans are less supportive
of government intervention across areas of social policy (Coffe and Bolzendahl
2011). Although most of the research on social and ethical values across partisan
lines is focused on the public more broadly (and not specifically focused on
scientists), previous research has demonstrated that scientists do reference their
political ideology when making policy decisions about nanotechnology (Corley
et al. 2009). Taken together, these existing studies inform our third hypothesis. As
an aside, since our sample only contains a small proportion of scientists who
identify as Republicans (see Table 2), we have combined Republicans and
Independents together in our hypothesis and analysis.

Hypothesis 3 Nano-scientists who identify as Democrats have a stronger sense of
social and ethical responsibilities about their research than their peers who identify
as either Republicans or Independents.

Media Attention

Some scholars have argued that access to media information about the risks and
benefits of technologies is a key component of political engagement for an informed
public (Nelkin 1989). The media environment has changed dramatically over the
past decade, with the internet becoming a primary source for news about science
and technology. Yet, traditional media outlets can also be influential news sources
for lay people (NSB 2012). The mass media can play a significant role in risk
communication about emerging technologies, with experts (such as policy makers,
regulators and, public officials) often relying on the media as both a source of
information and an indicator of public opinion (Nelkin 1989; Nisbet and Scheufele
2009; Ho et al. 2011).

Previous studies have shown that media attention variables are significantly
related to both public and scientist perceptions about policy decisions and
technological risks/benefits (Cacciatore et al. 2011). Anderson and Slade (2013)
found that newspaper use was positively related to risk perceptions about
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Table 2 Descriptive statistics
(N = 444)

@ “What is your gender?”
(1 = female; 0 = male)

® “In politics today, do you
consider yourself a Republican,
Democrat, or Independent?”

(1 = Republican,

2 = Democrat, and

3 = Independent)

¢ “In what year did you
complete your Ph.D.?”

¢ “Which of the following
describes your current
position?” (1 = non tenure-
track university-based position;
2 = tenure-track university-
based position; 3 = industry-
based position; 4 = other)

¢ “At what level should
nanotechnology regulation be
implemented?” (1 = local level,
2 = state level, 3 = national
level, and 4 = international
level)

Mean values (SD)

Demographic variables
Respondents’ age

Percent male®

Percent White

Percent Asian

Political party affiliation”
Percent Republican

Percent Democrat

Percent Independent

Percent with no response
Career variables

Ph.D. year®

Percent in university-based positions®
Disciplinary variables

Percent in Biology

Percent in Chemistry

Percent in Math and Engineering
Percent in Material Sciences
Percent in Medicine

Percent in Physics

Percent in other disciplines
Percent with no disciplinary response

Risk and benefit perceptions

1 = strongly disagree; 5 = strongly agree

“Nanotechnology is risky for society”

“Nanotechnology is useful for society”

46.07 (12.02)
82.53
63.51
31.76

6.31
45.27
45.05
3.37

1993.67 (12.98)
74.15

11.49
30.63
13.74
13.96
3.15
16.44
3.38
721

2.42 (1.21)
4.77 (0.60)

At what level should nanotechnology regulation be implemented?®

Percent choosing local or state level
Percent choosing national level
Percent choosing international level

Percent with no response

10.14
55.18
31.76
2.92

nanotechnology, while internet use was negatively related to risk perceptions.
Another study concluded that people who pay attention to science news media are
more supportive of federal funding for nanotechnology than their peers (Ho et al.

2011).

Even though the existing studies in this area utilize slightly different variables
than we have in our survey data, we can use these previous studies to inform our
hypothesis development about the relationship between scientists’ media attention
and their sense of social responsibility. Our hypotheses for these variables are listed

below.
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Hypothesis 4a Nano-scientists who pay more attention to the media coverage of
science and technology issues have a stronger sense of social and ethical
responsibility for their research than their peers who pay less attention to the media.

Hypothesis 4b Nano-scientists who pay more attention to the media coverage of
the social or ethical implications of emerging technologies issues have a stronger
sense of social and ethical responsibility for their research than their peers who pay
less attention to the media.

Risk and Benefit Perception

Previous research has demonstrated that risk and benefit perceptions about
nanotechnology are significantly related to perceptions about the regulation of the
technology (Satterfield et al. 2009). In particular, several studies have demonstrated
this relationship for both the general public (Satterfield et al. 2009; Scheufele and
Lewenstein 2005; Cacciatore et al. 2011; Anderson et al. 2014) and nano-scientists
(Corley et al. 2009, 2013).

These relationships between risk/benefit perceptions and policy perceptions are
applicable to other technology areas as well. For example, Leiserowitz (2006)
contends that the public’s risk perceptions are significantly related to the political,
economic and social actions they take to address policy issues. In addition, public
support or opposition to climate policy (including regulations) is greatly influenced
by an individual’s risk perceptions about global climate change (Leiserowitz 2006).
In a related fashion, a study on the public acceptance of nuclear power concludes that
the public’s risk perceptions about nuclear energy are strongly associated with lack of
support for the construction of new nuclear power plants (Peters and Slovic 1996).

In sum, multiple existing studies have demonstrated that risk/benefit perceptions
are significant for developing perceptions about policy actions for emerging
technologies. Even though the variables are somewhat different in these earlier
studies, we have extended this relationship to also include issues of social
responsibility for our hypotheses. Therefore, we hypothesize that risk and benefit
perceptions will be related to scientists’ sense of social responsibility. This leads to
our fifth hypothesis below.

Hypothesis 5a Nano-scientists with higher risk perceptions about nanotechnology
will have a stronger sense of social and ethical responsibility for their research than
their peers with lower risk perceptions.

Hypothesis 5b Nano-scientists with higher benefit perceptions about nanotech-
nology will have a weaker sense of social and ethical responsibility for their
research than their peers with lower benefit perceptions.

Level of Governmental Regulations
Previous research has shown that scientists’ support for nanotechnology regulations

at different levels of government (local, national, and international) is related to the
role that they see for the technology in society (Kim et al. 2012). In a 2007 survey of
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leading U.S. nanoscientists, Kim et al. (2012) found that supporters of national and
international nanotechnology regulations were more likely to argue that scientists
and the government should play a significant role in nanotechnology policy
development. On the other hand, respondents who supported local regulations for
nanotechnology were more likely to think that public opinion should play a
significant role in nanotechnology policy development. Clearly, these earlier studies
did not explore social responsibility; rather, they explored the relationship between
the regulatory level and the role of different policy players in regulation
development. However, we speculate that support for different levels of nanotech-
nology regulation might also be correlated with social responsibility in our dataset.
Since we could not find existing literature in this area, this part of our analysis is
more exploratory. As a result, we did not create a formal hypothesis around this
concept. Yet, we do expect that there will be a relationship between nano-scientists’
support for regulations at the local/national/international levels and their sense of
social responsibility for their research. We will explore this relationship in the
“Results” section.

Data Collection

The analyses presented here were drawn from a mail survey of leading U.S. nano-
scientists. The survey was conducted between June and September 2011. It was
administered by the University of Wisconsin Survey Center in four waves following
Dillman’s Tailored Design Method (Dillman et al. 2009). The sampling design was
based on identifying the authors for the most highly cited nanotechnology
publications that were indexed in the ISI Web of Knowledge database in 2008
and 2009. In order to rigorously establish which publications were actually within
the multidisciplinary field of nanotechnology, we drew on work by another group in
the Center for Nanotechnology in Society at Arizona State University (CNS-ASU)
that has refined the definition of nanotechnology using specific bibliometric terms
(Porter et al. 2008).

In order to develop the final sample for the 2011 scientist survey, Porter and
colleagues delivered to our team a database of 189,014 nanotechnology publications
from the ISI Web of Knowledge that were published in 2008 and 2009. We cleaned
these records to remove any duplicate names, non-U.S.-affiliated scientists, graduate
students, and authors who were cited fewer than 39 times in the 2 year period
2008-2009. This filtering process was used to ensure that the survey sample focused
on the most highly cited, most active, U.S.-affiliated scientists within the
nanotechnology field. The final filtering process produced 1405 names with
complete addresses, and this yielded 444 completed questionnaires. The response
rate for the survey was 31.6 % (AAPOR RR-3: 31.6 %) (AAPOR 2008).

As Table 2 illustrates, 82.5 % of the respondents were male. The mean age for
respondents was about 46 years old and the mean year for receiving a doctoral
degree was 1994. In terms of ethnicity, 63.5 % of the scientists identified
themselves as White, 31.8 % were Asian, 2 % were Hispanic, and 0.5 % were
African American. As for political ideology, about 45 % of the respondents
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identified as Democrats, 45 % as Independents, and about 6 % as Republicans.
When asked about their current job position, 74 % of the respondents reported that
they had a university-based research position and 44 % of the scientists were
tenured.

Results

Now, we turn to a discussion of our analysis and results. As we mentioned earlier,
previous research has demonstrated that factors such as gender, career status and
political ideology can influence how scientists view the social aspects of their
research. To test our hypotheses, we conducted a series of statistical analyses
including comparison of means tests, correlation analyses and regression analyses.

Table 3 includes a series of ¢ tests that we conducted for each of the eight
statements that captured scientists’ sense of social and ethical obligations for their
research. Our first hypothesis was that female nano-scientists would have a stronger
sense of social and ethical responsibility for their research than male scientists. This
hypothesis was confirmed for one variable, the statement on scientists’ perceptions
about mandatory guidelines from federal funding agencies that fund nanotech
laboratories. That is, compared to their male counterparts, female nano-scientists
were more likely to believe that federal funding agencies should require funded
nanotech laboratories to implement internal guidelines that protect lab workers from
unhealthy exposure to nanomaterials. One caveat associated with gender differences
in this data set is the fact that about 82.5 % of the respondents in our survey were
male. Therefore, future research with a sample stratified across gender will be
important for further investigating this gender gap in social responsibility
perceptions.

Our second hypothesis was focused on the relationship between respondents’
career affiliation (e.g., scientists in academia vs. scientists in non-academic work
environments) and their sense of social and ethical responsibilities. Our tests for this
hypothesis yielded mixed results. Specifically, we did not find significant
differences in responses between academic and non-academic scientists for four
of the eight statements that measured nano-scientists’ sense of social responsibility.
Yet, our hypothesis was confirmed for half of the statements. In particular,
university-based scientists were less likely than other scientists to say that directors
of university-based and industry laboratories have an ethical obligation to protect
their workers from unhealthy exposure to nanomaterials. Similarly, scientists in
academia were less likely to say that federal funding agencies should require funded
nanotech labs to implement internal guidelines for protecting lab workers from
nanomaterials. Not surprisingly, the scientists in academia were also more likely to
say that scientists should be free to carry out the research that they wish if they
respect ethical standards.

Our third hypothesis focused on the relationship between scientists’ political
ideology and their sense of social and ethical responsibility. We predicted that nano-
scientists who identified as Democrats would have a stronger sense of social and
ethical responsibilities about their research than their peers who identified as either

@ Springer



E. A. Corley et al.

(J9A9] [BUOTIBUIDUL = {; PUEB ‘[9AQ] [RUONRU = ¢ ‘[OAJ] RIS = T ‘[9AJ] [890] = [) ¢ pAudwojdwr aq uonengar A30[0uyo)oueu pnoys [9A9] Jeym 1y,,

100 > d 44 500> d &

SOLIOA0DSIP JI3Y) JO ISNSIW IO

(ueawr) 321 YodjouBN

(ueow) uoneI[yje IaIe)

(ueow) IOpUAD)

yI°€ 98°C 1€°¢ €0'¢ 96°C 91°¢ asn Aue 10J ANqIqisuodsal oIeys S)SUAIOS ‘AJQI00S JO SIOqUIAW SV, ()
STONRUL YOIYM Pasn ST AIOAOISIP
#V1'Y *8Y'Y 6l'Y 8I'Y STy oI’y oy Kem oy A[UO ST I ‘peq IOU POOT oAU J[ASI UT ST KI0A0ISIP V,, (L)
%681 +%0S°T 00 6L°1 191 681  .o[doad 19y310 £q SOLIOAODISIP 1Y) JO ISNSIW A} J0J J[qIsuodsal are s)snualds,, (9)
sa1qv1ipa K171q1suodsad p120g
.SpIepue)s [eoryye Joadsar
Y o'y #90'Y *CEV 60'v LTY Koy papiaoid ‘ysim Koy yoreasar ay o ALred 0) 921y 9q P[NOYs SISNULDS,, (§)
#*V8'¢ E104) 88'¢ 6L°¢ 88'¢ 8L'€ . SPIepuels [edIyd 10adsar 0} $1SNUAIOS 931[QO A[[EULIO) P[NOYS SANLIOYINE YL, (4)
WOP22.Lf J1UIPDID pUD SO1Y12 SUIIUD]PG—SI]QDIIDA SITYIT
S[euRrewouru 0} a1nsodxa Ayyreayun woy saxIom qef 309101d 0)
sour[opIns Jeursjur Juowedwr saLI0jeIoqe] Ydoojouru papunj jey) axnbar prnoys
orv LL'E xxES'Y ##56'C  wxSVV %466'€ (uONEPUNO,] 2OUDIDS [EUONEN] ) SE Yons) sdouade Jurpuny [e10pa,, (€)
S[elRRWOURY 0 dmsodxa Ayjfeayun woly sioxIom Iay) 309jo1d
Ly 69t %8V %89y 99'Y LY 01 UONESI[QO [BOIYIO U dABY SILIOJLIOGE] PIseq-Ansnpur jo s100011(T,, (T)
S[ererewoueu 0 amsodxa Ayjeayun wWoIj sIosIom Ioy) 3o9jo1d
891 09y %8V #:E9Y (% 99y 0} UONESIQO [BJIIO UE JABY SILIONLIOQE] PISLq-ANSIOAIUN JO SI0NRII(T,, (1)
K12fps L101p10qD]—S2]qDIIDA SO1YIT
Qa13e A[Suons = ¢ ‘ea13esip A[Suons = |
UL IO TIBN  9JelS JO [BJ07] s1I0U10 BIWOPEOY  O[EWo] [N

sa[qerrea yIom pue onyderSowap ssorde sa[qerea AN[Iqrsuodsar [e100s J0J sueaw jo suostredwo) ¢ Iqe],

pringer

As



Scientists’ Ethical Obligations and Social Responsibility

Republicans or Independents. However, our results do not confirm this hypothesis. In
short, scientists’ sense of social and ethical responsibility was not significantly
different for Democrat respondents and Independents/Republicans. To further
investigate whether Democrats have different perceptions in terms of scientists’
sense of social responsibility, we compared our two largest groups of respondents
(Democrats vs. Independents)." This analysis reveals that scientists who identify as
Democrats (M = 4.080; SD = 1.159) were less likely (t value = —1.980; p val-
ue = 0.048) to agree with the statement that scientific discovery is value neutral than
their peer Independents (M = 4.290; SD = 0.959). These results indicate that when
compared to Independents, Democrats are more likely to believe scientific discovery
itself can be value-laden rather than objective. This is consistent with our hypothesis.

We also explored the relationship between scientists’ views about governmental
involvement in nanotechnology regulations and their sense of social responsibility.
We expected that scientists who support national or international regulations for
nanotechnology would have a stronger sense of social responsibility.

Table 3 demonstrates that scientists who support nanotechnology regulations at
the local or state level government have a weaker sense of social and ethical
responsibility for their research than their peers across three different variables. In
comparison to the supporters of national or international level regulations,
supporters of local or state level regulations were less likely to believe that
scientists are responsible for the use of their research by others. In addition, the local
and state regulation supporters were less likely to argue that authorities should
formally oblige scientists to respect ethical standards. There is one caveat about this
analysis that we want to highlight here. As our descriptive statistics demonstrate,
only about 10 % of the scientists supported nanotechnology regulations at the local
or state level. On the other hand, about 57 % of the scientists supported national
regulations and 33 % supported international regulations for nanotechnology. Given
the small sample size for the supporters of local or state level regulations, it will be
important to further explore this relationship in future research.

Unlike the nominal independent variables (Gender, Political Ideology, and Level
of Governmental Regulations) presented in the previous sections, our variables that
measured scientists’ attention to media coverage and perceptions on nanotech-
nology are ordinal. Most of these variables are Likert scale variables with a range
from 1 = strongly disagree to 5 = strongly agree. Therefore, to test hypotheses 5
and 6, we conducted a series of correlation analyses on these variables. Correlation
analysis explores whether there is a relationship between two sets of variables
(Agresti and Agresti 1970). Given our variable type, we adopted Goodman and
Kruskal’s gamma for our correlation analysis. This measure is most commonly used
for measuring the strength of the relationship between two ordinal variables
(Goodman and Kruskal 1979; Freeman 1965; Gob et al. 2007).

Our fourth hypothesis was focused on scientists’ attention to media coverage in
two areas: (a) science and technology and (b) the social or ethical implications of
emerging technologies. As Table 4 illustrates, media attention in both of these areas
was associated with scientists’ perceptions that federal funding agencies should

! As previously stated, our sample contains only a small proportion of Republicans.
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Scientists’ Ethical Obligations and Social Responsibility

require internal laboratory guidelines to protect nanotechnology lab workers.
However, we did not find a significant relationship between scientists’ media
attention to these two topics and their opinions on ethical obligations for the
directors of university and industry nanotech labs. Yet, scientists who paid more
attention to social/ethical media coverage were more likely to argue that authorities
should oblige scientists to respect ethical standards.

The values from Table 4 indicate that our results for this hypothesis test were
mixed. Scientists’ media attention was correlated with a stronger sense of social and
ethical responsibility in some cases, but not all cases. Therefore, we decided to test
this hypothesis by including some control variables in our analysis. We did this by
running a series of OLS regression models (shown in Table 5).

For our regression analysis, we first explored whether we could combine any of
the social responsibility and ethics statements into a summative index that could be
used as a dependent variable for our model. After a reliability analysis of all
combinations of the eight social responsibility and ethics statements listed in
Table 4, we found that only one combination of the eight statements yielded a
Cronbach’s alpha above 0.70. In this case, statements 1 and 2 from Table 4 yielded
a Cronbach’s alpha value of 0.932. Therefore, these two statements were combined
into a summative index. This index serves as the dependent variable for Model 1 in
Table 5. Since creating an index from additional statements did not yield
sufficiently high Cronbach’s alpha values, we ran six additional OLS models using
statements 3-8 as dependent variables. In Table 5, we list only the models that
yielded a significant F test (at the 0.05 level).”

Table 5 indicates that when we control for gender, age and academic position,
attention to media is correlated with laboratory ethics variables, as well as scientists’
perceptions about the misuse of their research. In particular, as scientists pay more
attention to science and technology media, they are more likely to support ethical
obligations for protecting laboratory workers (Model 1).

Similarly, as scientists pay more attention to the social and ethical implications of
emerging technologies, they are more likely to say that “scientists are responsible
for the misuse of their discoveries by other people” (Model 4). On the other hand,
we found an unexpected result in Model 4. Contrary to our hypothesis, scientists
who pay more attention to science and technology media were less likely to say that
“scientists are responsible for the misuse of their discoveries by other people.”

In sum, our analysis in Table 5 supports our Hypothesis 4a when laboratory
ethics variables served as the dependent variable (i.e., Models 1 and 2). In addition,
our results support Hypothesis 4b for the case of one social responsibility variable
(i.e., Model 4).

Our fifth hypothesis was focused on the relationship between scientists’
nanotechnology perceptions and their sense of social responsibility. As demon-
strated in Table 4, we found that scientists’ risk perceptions were positively
correlated with their social and ethical responsibilities in four cases. In particular,
scientists with higher risk perceptions were more likely to believe that federal

2 Statements number 5 and 7 in Table 4 did not yield a significant F test for the OLS regression model.
Therefore, they are not included as models in Table 5.
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Table 5 OLS regression analysis for social responsibility variables

Standardized coefficients

Model 1: Model 2: Model 3:  Model 4: Model 5:
DV = ethics DV = ethics DV = DV = DV = share
index® funding® authorities responsible  responsibility®
oblige® misuse?
Demographic variable and values
Male (1 = male; 0 = female) 0.014 —0.119* —0.032 0.090 0.073
Age —0.042 0.029 0.108* 0.061 0.011
Career variables
Academic position (1 = yes; —0.088 —0.200%* —0.049 —0.096 —0.098
0 = no)
Attention to media coverage, by topic
Science and technology® 0.119% 0.194%* 0.070 —0.148* —0.072
Social and ethical implications of ~ —0.003 0.042 0.032 0.185%* 0.090
technology®
Nanotech perceptions
Benefit perceptions” 0.071 —0.048 0.011 —0.065 —0.053
Risk perceptions' 0.124* 0.133%* 0.171%* 0.113* 0.164%*
Model R-square (%) 4.6% 12,27 4.7% 7.2%% 5.6%%

*p <0.05; #* p <0.01

# Summative index of two below statements about ethical obligations and laboratory workers (Cron-
bach’s alpha = 0.932). (a) “Directors of university-based laboratories have an ethical obligation to
protect their workers from unhealthy exposure to nanomaterials” (1 = strongly disagree; 5 = strongly
agree). (b) “Directors of industry-based laboratories have an ethical obligation to protect their workers
from unhealthy exposure to nanomaterials” (1 = strongly disagree; 5 = strongly agree)

© “Federal funding agencies (such as the National Science Foundation) should require that funded
nanotech laboratories implement internal guidelines to protect lab workers from unhealthy exposure to
nanomaterials” (1 = strongly disagree; 5 = strongly agree)

c

“The authorities should formally oblige scientists to respect ethical standards” (1
= strongly agree)

strongly disagree;

“Scientists are responsible for the misuse of their discoveries by other people” (1 = strongly disagree;

5
d
5 = strongly agree)

“As members of society, scientists share responsibility for any use or misuse of their discoveries”
(1 = strongly disagree; 5 = strongly agree)

f “In general, how much attention do you pay to the media coverage focused on science and tech-
nology?” (1 = none; 2 = very little; 3 = some; 4 = quite a bit; 5 = a lot)

€ “In general, how much attention do you pay to the media coverage focused on social or ethical
implications of emerging technologies?” (1 = none; 2 = very little; 3 = some; 4 = quite a bit; 5 = a
lot)

" “Nanotechnology is useful for society” (1 = strongly disagree; 5 = strongly agree)

! “Nanotechnology is risky for society” (1 = strongly disagree; 5 = strongly agree)

funding agencies should require funded labs to protect nano-workers. Also,
respondents with higher risk perceptions were more likely to believe that scientists
are responsible for any use or misuse of their research. At the same time,
respondents with higher risk perceptions were less likely to believe that scientists
should be free to carry out the research they wish.
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We also found two significant relationships between scientists’ benefit percep-
tions about nanotechnology and their sense of social responsibility. Respondents
with higher benefit perceptions were more likely to believe that scientists should be
free to carry out the research they wish—and they were less likely to state that
scientists are responsible for the misuse of their discoveries by other people.

In Table 5, we present the results of our fifth hypothesis test, while controlling
for gender, age and academic position. After including these control variables in our
analyses, our results for the risk perceptions are similar to our results from Table 4.
For all of our models in Table 5, risk perceptions were significantly (and positively)
correlated with scientists’ sense of ethics and social responsibility for their research.
However, the inclusion of control variables in Table 5 yielded different results from
Table 4 for benefit perceptions. In particular, when controlling for gender, age and
academic position, we can conclude that scientists’ benefit perceptions are not
significantly correlated with their sense of ethics and social responsibility for their
research.

Now that we have discussed the results of our hypotheses tests, we would like to
briefly highlight some interesting relationships that we observed in Table 5 for our
control variables. First, we find it noteworthy that male scientists and scientists in
academic positions were less likely than their colleagues to support ethics
requirements for federal funding of laboratories (Model 2). This reinforces the
result for gender that we presented Table 3. Second, we found that age is related to
scientists’ perceptions about ethical oversight of their research (Model 3). In
particular, older scientists were more likely than their younger colleagues to support
authorities formally obliging scientists to respect ethical standards.

Before moving on to the conclusion section of our article, we would like to point
out one caveat associated with the models in Table 5. While we believe that it is
important to include the models in Table 5 in this article (to allow for the inclusion
of control variables), we would like to note the low R squared values. Even though
all of the models in Table 5 yielded significant F test results, the independent
variables do not explain a large portion of the variance in our dependent variables.
Therefore, we encourage some caution in the interpretation of the models in
Table 5.

Discussion and Conclusion

Our data analysis included a focus on many different variables; yet, we believe there
are five take-home messages from our results. Before delving into each of these
messages, it is important to make one of our overarching assumptions of this
research clear. Throughout this analysis, we have assumed that a strong sense of
social responsibility on the part of scientists is desirable for both society and
science. Scientific research can have a significant impact on the environment, the
health of human beings, economic development, personal privacy, national security,
and many other aspects of human life. While many fields of science and technology
can be used for fruitful purposes, they can also be destructive (IAC 2012).
Furthermore, when dealing with technologies that have high levels of scientific
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uncertainty, many stakeholders (e.g., the public, professional organizations, scholars
and policy-makers) expect scientists and engineers to be accountable for their
research and its impacts (Frankel 1994). As we mentioned at the beginning of this
article, many professional organizations and scholars in a variety of fields have
made normative arguments about how scientists should be concerned with the social
aspects of their research. We want to make it clear that we use this same lens when
we are interpreting our data results for these conclusions. Now we turn to the take
home messages.

First, our results demonstrate that the leading U.S. nano-scientists demonstrate a
moderate level of social responsibility about their research (Table 1). So how might
we encourage more social responsibility on the part of scientists if we believe this is a
desirable characteristic for society and science? We can address this question in part
with our second point, which is that media attention is correlated with scientists’
social responsibility levels in some cases. Our analyses reveal that when scientists pay
more attention to science media coverage, they are likely to have higher levels of
social and ethical responsibility. Our data do not allow us to determine a direction of
causation for this correlation, but it seems clear that attention to media content is
correlated with a stronger sense of responsibility. While this might seem intuitive, it
demonstrates that encouraging scientists to pay more attention to media focused on
the social and ethical implications of science can be linked with stronger social
responsibility about their research. While scientists are often exposed to news about
their own field (through research journals or conferences), their exposure to the
societal implications of the research is sometimes limited. An increase in exposure to
the social and ethical implications could occur through newsletters from professional
organizations (for example, publishing additional columns on social and ethical
obligations of the discipline). Also, conference organizers could increase the number
of panels and discussions about the social and ethical implications of S&T at science
and engineering disciplinary professional conferences.

Third, risk and benefit perceptions about nanotechnology are linked with
scientists’ sense of social responsibility. To the best of our knowledge, this
empirical relationship has not been previously tested for the case of nanotech-
nology. As we expected, nano-scientists with higher risk perceptions about
nanotechnology have a stronger sense of ethical obligation and social responsibility
for their research than their peers. This result leads us to the following question that
we cannot answer with the current data set: how might we encourage higher levels
of social responsibility among scientists working in emerging technology fields
while risks and benefits are still unclear? At the early stage of an emerging
technology, if the risks are potentially high and unknown, will scientists feel
sufficient social responsibility for those potential risks in the absence of regulations?

Fourth, we find that the scientists’ opinions about the level of regulatory
government are associated with their sense of social responsibility. Our hypothesis
that nano-scientists who support nanotech regulation at higher governmental levels
would have a stronger sense of social responsibility was only partially confirmed in
Table 3. These results are in line with previous studies that concluded that nano-
scientists who support regulation ata higher level of government are more
conscious about their role in technology policy development (Kim et al. 2012).
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Lastly, our results indicate that overwhelmingly the leading U.S. nano-scientists
believe that lab directors (in both university and industry environments) have an
ethical obligation to protect their workers from unhealthy exposure to nano-
materials (Table 1). Yet, few U.S. universities have firm guidelines and regulations
in place for their nanotech laboratories. In most cases, lab directors are left to
individually figure out how to implement a “safe nanotechnology laboratory
environment.” Given how important laboratory worker protection is for the
scientists in our sample, it seems that universities should be doing more to
implement university-wide guidelines in this area. Also, the scientists in our sample
supported linking federal research funding with mandatory internal laboratory
guidelines that would protect lab workers from unhealthy exposure to nano-
materials. This is an area where the National Science Foundation and National
Institutes of Health (among other federal agencies that fund nanotech research)
could aid in nano-worker safety. Recent studies in science journals show that there
have been growing concerns over the safety of nano-workers (Conti et al. 2008;
Schmid and Riediker 2008; Balas et al. 2010; Schulte et al. 2014). While some
guidelines for nanotech worker safety exist, researchers question whether they are
sufficient (Kuzma and Besley 2008; Bowman and Gilligan 2010; Balbus et al.
2007). By tying federal nanotech research funding to explicit expectations about
worker safety, federal agencies could help to limit unhealthy exposure of graduate
students and technicians in nano-laboratories. Our data indicate that the leading
nano-scientists in the U.S. would overwhelmingly support a policy move like this on
the part of federal funding agencies.
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