Lectures on quantum field theory 2

Stefan Floerchinger and Christof Wetterich
Institut fir Theoretische Physik, Philosophenweg 16, D-69120 Heidelberg, Germany
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0.1 Organizational issues

There is a webpage to accompany this lecture: https://uebungen.physik.uni-heidelberg.de/
vorlesung/20191/qft2. Exercises will be proposed every week and discussed in tutorial classes.
The registration goes via the webpage above.

0.2 Literature

There is a large amount of literature on different aspects of quantum field theory. Here is only a
fine selection.

Statistical field theory / renormalization group
o John Cardy, Scaling and renormalization in statistical physics (1996)
o Giorgio Parisi, Statistical field theory (1998)
o Jean Zinn-Justin, Quantum field theory and critical phenomena (2002)
o Crispin Gardiner, Handbook of stochastic methods (1985)
Relativistic quantum field theory
o Mark Srednicki, Quantum field theory (2007)
o Michael Peskin & Daniel Schroeder, An introduction to quantum field theory (1995)
o Steven Weinberg, The quantum theory of fields I € II (1998)
Non-relativistic quantum field theory / condensed matter
o Alexander Altland & Ben Simons, Condensed matter field theory (2010)
o Lev Pitaevskii & Sandro Stringari, Bose-Finstein condensation (2003)
o Crispin Gardiner & Peter Zoller, The quantum world of ultra-cold atoms and light (2014)
Group theory

o Anthony Zee, Group theory in a nutshell for physicists (2016)

0.3 Typos
Please send any typos to a.mazeliauskas@thphys.uni-heidelberg.de.


https://uebungen.physik.uni-heidelberg.de/vorlesung/20191/qft2
https://uebungen.physik.uni-heidelberg.de/vorlesung/20191/qft2
mailto:a.sengupta@thphys.uni-heidelberg.de

11 Generating functionals

The aim of this chapter is the development of efficient techniques for the computation of expectation
values of fields, correlation functions and quantum field equations. Omne main tool will be the
quantum effective action. It resembles the action in classical field theories in the sense that field
equations follow by variation. They will be quantum field equations, which include all effects of
quantum fluctuations. Correlation functions of the full quantum field theory follow from suitable
functional derivatives of the quantum effective action.

11.1 Partition function for scalar O(N)-models
Action

The microscopic or classical action for O(N)-symmetric scalar field theories is given by
1
5= [t 5 (0" wduna+ V(). (11.1)

with classical potential V'(p) depending on the O(N) invariant bilinear

1
P =5 XaXa: (11.2)
We take a quartic potential with A > 0,
A A
V=mPpt+ 50t =5 (p—p). (11.3)

For m? > 0 the minimum is at the region p = 0 (symmetric or SYM regime), while for m? < 0 the
minimum is at pg > 0 (spontaneously broken regime, SSB regime) with

2
m

This follows directly from
ov
o =09,V =V"=m?+ \p. (11.5)

We work in d-dimensional euclidean space, 9" = §*¥3J,, with possible analytic continuation to
Minkowski space. In momentum space the Fourier-modes x(q) are given by

d
xw) = [ i) = [ e v (116)

In order to have a well defined functional integral we limit the momentum range by an ultraviolet
(UV) cutoff A,
q? < A2 (11.7)

In statistical physics A may be roughly associated with an inverse lattice distance. For particle
physics we may associate A with some energy or momentum scale beyond which a given model
remains no longer valid. The momentum cutoff means that no fluctuations with wavelength smaller
than A~! are taken into account. In this sense the microscopic action S is associated to a momentum
scale A, S = Sj. The aim is a computation of macroscopic properties at length scales larger than
AL



Local sources

The partition function Z [j] is a functional of local sources j,(z) or ju(q),

20j] = / Dx exp{—S[x] + / Jaxel- (118)

For magnets this generalizes a constant magnetic field, corresponding to xz-independent j, to and
arbitrary inhomogeneous magnetic field. For particle physics the local sources are mainly a technical
device. Only in certain cosmological situation they have direct physical meaning. An important
point in the formal development is that the source term is linear in the microscopic fluctuating field

Xa-
The measure in the functional integral is defined as

[ px= HH/_Z Ixa(q): (11.9)

in some suitable basis of real xy*(q). The "regularization” ¢> < A? constrains the functional measure

1= 1II - (11.10)

9,92 <A?

We may further choose space or space-time to have finite volume by taking a d-torus, with circum-
ferences L,. The Fourier modes are discrete in this case,

2mny,
qu = ——
LN’

(11.11)

with n,, integers. The partition function is then a well defined finite-dimensional integral. The
limit L, — oo defines the (infinite-dimensional) functional integral. If we keep Lo = 3 = 7 fixed
with L; — oo, the functional integral describes quantum field theory on non-zero temperature T
(Matsubara formalism).

11.2 Expectation values

For finite L and A a “functional derivative” is a standard partial derivative

(11.12)

For continuous functions j,(q) the functional derivative is defined as the limit L — oo of the partial
derivative. We use for functional derivatives the same notation as for partial derivatives. Functional
derivatives with respect to j,(x) are given by the Fourier-transform.

Since S does not depend on j,(g) one has

0z =S+[,ix
@) _/Dxe = XX a (). (11.13)

We can therefore express the expectation value

(Xa(2)) = Z_l/Dxe‘S”r”‘xa(:c) (11.14)
(Xa(z)) = %- (11.15)



This is the expectation value for an arbitrary local source j, (). It therefore depends on j,(z). At
the end one is often interested at the expectation value for vanishing source j,(z). This is obtained
by setting 7 = 0 after the differentiation.

The two-point function,

(a2 0) = 5 [ Dxvalole St (11.16)

can be obtained as the second functional derivative

1 0’z

(Xa(x)x(y)) = Z 950 @)00() (11.17)

This generalizes directly to arbitrary n-point functions. We conclude that the partition function
Z[j] contains the information about arbitrary n-point functions. They can be obtained by simple
differentiation. The functional integral is already performed here, thus all quantum and thermal
fluctuations are already included. At non-zero temperature and finite volume, Z corresponds to the
canonical partition function in the presence of local sources. It contains the full thermodynamics,
in particular also for zero sources or constant sources.

11.3 Connected correlation functions, Schwinger functional

The generating functional for the connected Greens functions (Schwinger functional) is defined as
the logarithm of the partition function

Wljl =In Z[j]. (11.18)

It is a kind of thermodynamic potential. The first functional derivative is the field expectation
value P

Xa\T)) = 7= . 11.19

(o)) = 53 (1119

The second functional derivative of W yields the connected two point function or correlation function

Canle.) = (a0 — o 2) (xr ) = ((xa) = (o) Cr(9) = o)) = o —

ab 71/ Xa Xb y Xa Xb y Xa Xa Xb y Xb y 8]a(z)?]b(y))

11.20

We may collect space indices z and internal indices into a collective index o’ = (z,a). In momentum
space on has similarly o’ = (g,a). In this notation we can express relations independently of the
chosen basis in field-space. The correlation function is a matrix

Gas = (XaXs) — (Xa) (x8) - (11.21)
One has
(Xa) = g%- (11.22)
and

Dia B < > B = (Xaxs) = (Xa) (xg) , (11.23)

0jadjs  Oja Ojs  0ja \Z0js) Z0jadjs 22 judjs

proving eq. (11.20).



Propagator

For simplicity, we take a single real scalar, N = 1, with straightforward generalization. The
propagator

G(z,y) = ((x(@) = (x(@))) (x(y) — (x(¥)))) - (11.24)

is in a statistical sense the mean square or variance. Quite generally, arbitrary statistical theories
have the same structure as our euclidean functional integral formulation of quantum field theories.
The statistical variables are y; or x(x), and the probability distribution is

1 .
plx] = EefS[XHfJX’ (11.25)

with measure given by the functional measure [ Dy such that [ Dxp[x] = 1. Much of the formalism
developed in the lecture can be applied directly to arbitrary statistical theories. That explains why
QFT methods based on functional integral appear in economics or biology, and inversely statistical
methods as Monte-Carlo simulations have brought important progress in particle physics problems
as QCD.

The propagator G(z,y) is evaluated for arbitrary sources. In general (x(z)) is therefore not
zero. In particular, the ground state of particle physics is characterized by spontaneous symmetry
breaking where (x(x)) differs from zero, being nevertheless time-independent and homogeneous for
consistency with Lorentz-symmetry. In cosmology, the ground state is replaced by the cosmological
state, which is a time dependent, typically isotropic and homogeneous solution of the field equations.
Again, (x(t)) differs from zero. Propagating particles are interpreted as excitations above the ground
state or cosmological state. The definition of the propagator by the connected two-point function
has the important property

lim G(z,y) = 0. (11.26)

|z—y|—o0

This does not hold for the unconnected two point function. For example, for z-independent (x) on
has

lim  (x(z)x(y)) = (x*). (11.27)

|z—y|—o0

Higher connected correlation functions

The naming “connected correlation functions” can be understood by taking higher derivatives of
w

IPW
g i = @) (11.28)
— (x(@0) (x(a)x(z) = (x(@2) (xla)x(s) (11.20)
— (x(@) {xla)x(@)) + 2 (elan)) (cla2)) (o) (11.30)
o*w

—~

x(z1)x(z2)x(73)x(24)) (11.31)

(z3)x(2a)) — (X(@1)x(23)) (X(w2)x(24))  (11.32)
(z2)x(23)) + terms involving (x(zy)) (11.33)

= (x(@1)x(z2)x(w3)x(24)).. - (11.34)

07 (x1)0j(22)0j(23)0j(z4)

<X T3

.



For (x(x)) = 0 the connected four-point function subtracts from the four point function the “un-
connected parts”. Graphically, one has

I3 Ty
T2 T4 I3 T4 Xy I3

(X(z1)x(@2)x(z3)x(24)) = + + + . (11.35)

T T3 T T2 x1 Z2
Z1 Z2
Only the connected part appears in scattering problems. The unconnected parts are “propagating
particles somewhere in the world”, that are not related to the scattering process. Remember:
uncorrelated pieces do not contribute to scattering. Scattering amplitude: amputated connected
Greens function.

Free theory (Gaussian theory)

For S quadratic in x it follows that W is quadratic in j. In this case the Gaussian integral can be
easily performed separately for every component, once the quadratic form is diagonalized

a2 _g( _l)2+ﬁ 42
VA :/dxe_5’< tIx = /dxe 2\X7Ta) T2 — e, (11.36)
For a single mode one has
2
J
W' =< , 11.37
2a te ( )
with “‘propagator”’~ L. The quadratic form generalizes to arbitrary quadratic S. Therefore all

a
higher connected n-point functions vanish (no scattering).

Generating functionals

The functional Wj] is a “generating functional”. It generates the connected n-point functions by
simple differentiation. It contains all the necessary information about the fluctuation effects in a
quantum field theory, or more generally, in a probabilistic field theory. It is not very intuitive,
however. This will be different for the effective action, which is another thermodynamic potential,
related to W by a Legendre transform.



12 Effective action and quantum field equations

12.1 Effective action

For a real scalar field x(x) we have considered arbitrary sources j(z) and computed the expectation
value of x(z) in presence of a local source j(x)

= p(x). (12.1)

Here o(x) denotes the expectation value in the presence of sources and depends on j(z). It plays
the role of a macroscopic scalar field. Consider now ¢(x) as a functional of sources. For a finite
number of degrees of freedom ¢, jo, the ¢, are functions of jg

Ya = paljp)- (12.2)

If ¢, depends monotonically on jz one can invert ¢, (jg) and compute jz(ps). One can then
employ a Legendre transform for the definition of the effective action

Il = ~Wjlg)) + / i) | (12.3)

x

Here j is considered as a functional of ¢. The functional T' depends on (). In practice we will
need only the formal properties and do not explicitly perform the Legendre transform.

12.2 Quantum field equation

6T
dp(z)

In particular for j(z) = 0 one has 53&) = 0. This is the exact quantum field equation. Comparing
with the classical field equation:

=j(z) | (12.4)

55
O 0, (12.5)

one concludes that I’ replaces S once all quantum effects are included. More generally, j(z) may
be an electromagnetic current or the energy-momentum tensor in gravity.

Proof:
or W / J(y)
= e(y) +3(x) (12.6)
Sp(e) — dp(a) p(z)
ow (5W 05 (
- ] / oly y (12.7)
dp(x) — Jy dily y o(x)
The first two terms on the r.h.s. of eq. (12.6) cancel and one remains with eq. (12.4).
12.3 Inverse propagator
The inverse propagator is given by the second functional variation of the effective action,
5°T
rz,y)= ——M—. 12.8
Y = e i
We can interpret I'®) as an (infinite dimensional) matrix. For a finite number variables ¢, it is a

finite matrix Fgﬁ) = mfgw

important relation, we will show that I'®) is the inverse of the propagator matrix G,

r®=g-1| (12.9)

and we take, as usual, the limit of infinitesimal many variables. As an



In particular, in coordinate space I'® is the inverse of the propagator G(z,y) = %, which
is also considered as matrix,

/F(2)(x,y)G(y,Z) =d(z — 2). (12.10)
Yy
Proof :
2T W o . o djs Do, Op
ree) = = gy = e L = TP =, 12.11
(M96) ... = 5ot 35307 ~ 30a7785,%" = G 85~ B~ (12.11)

The matrix identity D)W ) = 1 is valid in an arbitrary basis. In momentum space one has in
case of translation symmetry

Wi = Glg)d(g—¢) « T8 = G Hq)d(g — ¢). (12.12)
Classical theory:
Gy = (5(2))_1 classical propagator. (12.13)
Quantum field theory:
G = (F(2)> o full propagator, including all quantum effects!. (12.14)

Momentum space

In momentum space the Fourier modes ¢(g) are complex. it is convinent to choose a convention
for the matrix elements

5°T 5j(q
Ir'®(q,q¢) = = 12.15
(0.4) sp*(a)op(d)  dp(d) (1215)

W dp(q)
W3 (q,q) = — i =2 12.16
(@.4) 6j*(q)dj(a")  6j(q) (12:16)

such that
/ P8 1@ g, WO ) = (2m)5%g — ) (12.17)
(27T)d ) ) . .
2

For Fourier modes we employ a complex matrix convention: ©*, such that the propagator

*

Yo
is diagonal in momentum space.

12.4 Generating functional for one-particle irreducible (1PI) vertices
The higher functional derivatives of the effective action generate the one-particle irreducible (1PI)
n-point vertices.
Cubic vertex
For the cubic vertex we take a @-derivative of T(2) = (W2)~1,

53T 0
op(x1)dp(z2)dp(z3)  dp(a

= dj(yr) 0 ( 52w >_1
i 0p(x1) 65(y1) \ 0j(22)d7(xs)

3j(
_ _/ 6j(y1)
Y1,Y2,Y3 <,0(£C1)

) (W@))f1 (22, 23) (12.18)

@) (o W AR
(W ) (2’y2)6j(y1)5j(y2)§j(y3) (W ) (w5, 73)

(o)



Here we employ the matrix identity

A
%A’l = —A’l%Afl, where A corresponds to W) and ¢ correspond to j(y1). (12.19)
One finally obtains
8T / 53W

= — r® Y1, T re Y2, T r® Y3, T - - - 12.20
S0 @)0@s) gy I ) s ) 5 s ey (1220

= —/ X)X W2)x(Ws)e G Hy1,21)G  (y2,22)G ™ (y3, 23) -

Yoy connected 3-point function amputated

Consider the Yukawa model with the interaction given by £ ~ ypin). Replacing ¢(z2)p(x3) by
Y(x2),%(x3) one has in lowest order: I'®) = §) = 4.
Quartic vertex
Taking one further functional derivatives yields
54T a4
0p(w1)0p(w2)0p(w3)0p(wa) _{ 67 (¥1)8(y2)0(y3)0 (ys)
X G (y1,21)G ™ (y2, 2) G (ys, ©3) G (ya, w4) — X},

(12.21)

where

BW
X =T (2,24, x4)G71(y2,m2)G71(y37xg)éj(21)6j(y2)6j(y3) — 2 other terms (12.22)
W

07(22)05(y1)05(y2)

+ 2 other permut.

=G (21, 2)G (Y1, 21) G (ya, 74)

BwW
65(21)85(y2)05(ys)
Here we have no longer written the integration over coordinates explicitly. Considering them as

indices one integrates (sums) over all coordinates which appear twice, similar to the standard
convention for index summations. One can use a graphical representation of X :

x G~ (ya, 22)G ™ (y3, 3)

(12.23)

Amputated connected four point function

The amputated connected four point function can be expressed in terms of all the 1PI vertices,

(x()x(y2)x(y3)x(y)) . Gy, 21) ... G ya, 2a) = — {F(4)($1,x2,x37x4) + X} . (12.24)
with
53W (53W —1 —1
X S0t 31 ass) VG w6 ) (1225)
X Gy, ©1)G ™ (ya, 2) G (y2, 22) Gy, 23)

=T (21, 24, w) TP (g, 3, w1)G (w1, ws).

~10 —



where we have used
Gil(Zl, Z2) = Gil(Zh wl)G(wl, wg)Gfl(wg, Zg). (1226)

Graphical representation X :

N G(wl,’LUg) ‘
X = I'®(wy,29,73) TG (wy,x1,24) - (12.27)
‘s wy wa

’ N
’ N
Vi N
v N

T3 Ty

The part X corresponds to a one particle reducible Feynman diagram. This means that it can be
cut into two parts by cutting one internal line.

One particle irreducible graphs

The 1PI-vertices can be constructed from all Feynman diagrams that can not be cut into two parts
by cutting one internal line. For the example of the Yukawa model, the connected 4-point function
has a reducible and an 1PI-part

reducible (12.28)

) (1131 (12.29)

Only 1PI graphs contribute to I’ (much less calculation).

Y
N

12.5 Transition amplitude and effective action

For n — m scattering we need the transition amplitude M. It is related to the amputated connected
n 4+ m-point function by

M§ (pr - Zpi) = O+ 4 XY | (12.30)

Here p; are the incoming momenta and py the outgoing ones. The index (--- ) reminds us that
correlation functions are evaluated in Minkowski space for vanishing sources. They can be found by
analytic continuation from the euclidean correlation functions I'"*™) . The part X arises from the
one-particle reducible contributions, which can be constructed as trees from lower I'P), p < n +m.

~11 -



An example is 2 — 2 scattering

D3 D4 P4 b3 b3 P4
b3 D4

M(p1,p2;p3,pa) = ) +

D2 P
P P2 P1 P2 P D2

(12.31)
The internal line corresponds to the full propagator (1"(2))71. We observe that for known 1PI-
vertices only tree diagram appear. There are no more loops, since the fluctuating effects are already
incorporated into the computation of the effective action.

Classical approximation

In the classical approximation the effective action is given by the microscopic classical action, I' = S.
No fluctuation effect are included in this case. In this approximation the 1PI-vertices and correlation
function are simply the classical ones.

i — g, (12.32)

More precisely, this holds in euclidean space. In Minkowski space there is an additional historic
minus sign for the definition of the classical action, such that

= —sm. (12.33)

Summary

o The (quantum) effective action I' replaces the classical action. Once I' is known, only tree
diagrams have to be evaluated for the computation of M !

e The full1 propagator and the full vertices in tree diagrams are given by the propagator G =
(T®) " and the 1PI-vertices ['"=3).

e The quantum effects of fluctuations changes S to I'. S : microscopic action, I' : macroscopic
action. The effective action includes all fluctuation effects.

e Computation of the transition amplitude M :

1. compute I’
2. draw all tree diagrams

3. insert full propagator for lines and full vertices

12.6 Functional integral for effective action

We want to represent the effective action I' directly as a functional integral, without explicit use of
a Legendre transform. This will be an implicit representation in the form of a functional differential
equation.

We start with

el = o= WH[i9) — WV—[ip — zo— i — /Dxefsff(jxfjsa). (12.34)

- 12 —



We use j = g—}; in order to obtain
et = /Dxe*“f%(“"). (12.35)

Finally, we consider fluctuations around the macroscopic field

X =x— . (12.36)

This yields the “background field identity”

exp (-Tle) = [ DY’ exp {—Sw»«] + [ %x%x)} . (12.37)

Formally this is a functional differential equation. It can be used for the definition of the effective
action without the use of the Legendre transform.
Classical approximation

The classical approximation holds if S is quadratic in . For

1
§ = 5 Aas (0o + Xa) (05 + X5) (1238)

one finds
Lle] = S[e] +c. (12.39)

This can be proven by showing that I' = S + ¢ solves the differential equation (12.37). Using
or
Opa

= A,pp one has

1 1
exp (—QAawawﬁ - C> = /DX’ exp {_QAa,B(SOﬁ +Xj) + Aaﬁ‘PBXIa} : (12.40)

The ¢ dependent terms can drop out and one ends with

1
exp(—c) = /DX/ exp {—214043)(;)(23} . (12.41)

Indeed, ¢ does not depend on ¢. It drops out from all functional derivatives with respect to ¢ and
can be neglected for this purpose. Then the classical approximation is simply

Ilp] = Slgl. (12.42)

One has to do be more careful if A,3 depends on external parameters as 1" or p, or if the integral
over X' depends on external parameter. Thus ¢ may play a role for thermodynamics.

Perturbation theory

Interactions correspond to terms in S that are not quadratic in x, e.g. cubic or quartic terms. If the
couplings characterizing the interaction are small, one expects some kind of perturbation expansion
in the small couplings,

I' = S + perturbation corrections. (12.43)

~13 -



12.7 Quantum vertices

The effective action I'" contains new vertices that are not present in the classical action S. Exam-
ple: photon-photon interaction. Classical Maxwell theory; no photon-photon interaction, Maxwell
equations are linear. Quantum 1PI — four point function

v > v
A \ . (12.44)
2l - 2l

One loop contribution to photon-photon scattering
I~ a?~ el (12.45)

For very small very small momenta below m, one finds

@ 4
@ . (12.46)

4
me

The correction is small, but observable by precisions measurements. Recently light-by-light scatter-
ing has been observed by ATLAS experiment in heavy ion collisions at the Large Hadron Collider.
Another example is g — 2, as generated by 1PI-diagrams of the type

(12.47)

The corresponding piece of the effective action is
I~ /15 VA s, Fu = 0,A, — 0, A, (12.48)

12.8 Classical field theory
A new classical field theory can be based on the quantum effective action I'. Take vanishing sources
j=0.
e The field equation g—}; = 0 is exact! It contains already all quantum effects.
¢ Symmetries restrict the possible form of I'. At a given order in the derivative expansion only
few invariant are possible.

The effective action is the basic concept for the use of gravitational field equations in a quan-
tum context. Just imagine that I' exists, even if quantum gravity not known. Expanding in
the number of derivatives the invariance under general coordinates transformations (diffeo-
morphism symmetry) implies

M2
= / NG <2R + /\> + O(R?). (12.49)
with metric g,,, R the curvature scalar and g = detg,, . This effective action has two

parameters: the reduced Planck mass M is defined by M? = Mg /8w and related to Newton’s
coupling constant G by Mg = G;\,l. The other parameter is the cosmological constant A.
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Except for cosmology it can be neglected. General relativity is derived from the field equation
that are originated by variations of the effective (Einstein-Hilbert) action. In vacuum it reads

1
R — 5 Rgu = 0. (12.50)

The energy momentum tensor 7}, is a source term.
1
M? (RW - 2RgW> =T (12.51)

e For photons the effective action with up to two derivatives is given by

1 17
= 1 / E, Fr, (12.52)
The field equations in vacuum are
O F" = 0. (12.53)

Possible sources are electromagnetic currents
o = Jv. (12.54)

Quantum fluctuation of electron leads to an extension of Maxwell equations, non-linear elec-
trodynamics

1 v OL2 v 2
F/JE{ZLF,WF“ e (F* Fy) +} (12.55)

€

e Why should one bother about QFT? One could use classical field theory based on I' and
simply “measure” the parameters appearing in the most general form of the field equations.
Scattering amplitudes and cross section would all be given by classical (tree) approximation.

The crucial point is that QFT predicts constants like c. This is intimately related to the issue of
renormalization.

12.9 Effective potential

The part if the effective action for scalars that involves no derivative is the effective potential U

F:/U+~~ (12.56)

For the O(N)-symmetry scalar model U can only depend on

1
p= §@a<pa~ (1257)

The exact quantum field equation for homogeneous fields ¢, (z) = ¢, are

ouU oU
w = 0. 12.
- 0, %) 0 (12.58)

The contribution from derivative terms in I' vanish for constant ¢,.

There is always a solution ¢, = 0, but this may not be the absolute minimum of U. For reasons
of stability the solution should be at least a local minimum. For a minimum at pg # 0 one has
spontaneous symmetry breaking, see next section.

Omitting fluctuations effects one has U(p) = V(p). In this limit the effective potential equals
the microscopic potential. Quantum fluctuation induce a map V(p) — U(p). For the classical
statistic of magnets one has the typical situation illustrated in Figure 1
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Figure 1. Illiustration of spontaneous symmetry breaking

12.10 Thermodynamics

For thermal equilibrium at temperature T' and chemical potential p the partition function Z(u,T")
is the grand canonical partition function. One evaluates the effective action at its minimum ¢g 4 (),

Fmin(M,T) = F[@O,a(x)vuaT]' (1259)
This is proportional to the Gibbs free energy ®¢
Panin (11, T) = T~ @ (1, T). (12.60)

(We set kg = 1.) All the thermodynamics can be computed from the effective action. This is a
good example for demonstrating that I' contains the macrophysics for given microphysics specified
by the classical action S.

For constant ¢ one has

Q
Tunin = QU (0) = 2 U(%0), (12.61)
with
Q= /d4x7 Q3 = /d?’f. (12.62)
One infers ) )
UO = U((po) = 7(1)6, = - (F - /LN), (1263)
Q3 Q3
with F' the Helmholtz free energy and N the mean of particle number. In particular, one has
N
—86—20 o n, (particle density) , (12.64)
Uy = —p, (pressure) . (12.65)
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13 Higgs mechanism and superconductivity

Once the effective action is computed or a given form is assumed, many properties of the system
follow from the field equations and the correlation functions. Often one knows only the symmetries
of ', the generic form of the effective potential, and uses an expansion in the number of derivatives
Oup. The derivative approximation is motivated by the interest in macroscopic wave lengths, for
which smooth fields often (not always!) play a dominant role. The validity of the derivative
expansion may depend on the appropriate choice of macroscopic fields. In general the macroscopic
fields can be more complicated than simply ¢(z) = (x(z)). An example are antiferomagnets.

13.1 Symmetry of effective action

Consider a complex scalar field x(z), with S[x] invariant under x(z) — e'®y(x). This constitutes a
global U(1) symmetry and induces a conserved charge. The symmetry of phase transformations is
the same as two-dimensional rotations, U(1) = SO(2). Let us take a classical action which is U(1)
invariant,

* — * X *
S = / (5“x Aux +m?x*x + 5 X)Q) : (13.1)

If the functional measure [ Dy is invariant under U(1) transformations, it follows that the effective
action T'[p] is also invariant under U(1) transformations, where p(z) — e'®@(x). Proof: The
partition function

Zm=i/Dx6€M+LW*ﬂf% (13.2)

is invariant under the global U(1) symmetry with j(z) — e'®j(x). therefore also W([j] is in-
variant and ¢(x) = % transforms as ¢(z) — e'®p(z), as one expects for p(z) = (x(z)).
As a consequence, one finds that fw(j*w + jo*) is invariant. This establishes the invariance of
I'=-W+ [ (j*¢ + j¢*). This generalizes to all symmetry transformations: If S[x] is invariant
under some symmetry transformation x, — S45¢s, and the functional measure [ Dy is invariant
under the transformation as well, it follows that I'[¢] is invariant under ¢, — 8a593.

The effective action has the same symmetries as the classical action.
This holds unless there exists an “anomaly” in the functional measure.

13.2 Landau theories

In condensed matter physics, the precise microscophysics is often not known, and the transition
from microphysics to macrophysics (computation of effective action) is very difficult. In addition,
very different microphysical systems often give similar macroscopic phenomena. This is called
universality. An example is superconductivity.

A useful approach is a guess for the effective action. From comparison with experiment and
general considerations one makes an assumption on what are the relevant macroscopic degrees of
freedom ¢(x), without necessarily knowing the microscopic origin. Examples are spin waves for
antiferomagnetism, or a complex scalar field ¢(z) for superconductivity. The miscroscopic degrees
of freedom are electrons, and the macroscopic field may represent Cooper pairs or similar composite
objects. A second central ingredient is an assumption about the symmetries of the effective action.
Third, one employs a derivative expansion, typically up to two derivatives d,,. This restricts the
effective action already severely. For the example of the scalar O(N) model one remains with three
functions of p = pupa/2,

r= [ {06+ 32000 0udy0u+ 1Y (000000} (13.3)
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Making further assumptions, as a polynomial expansion of U(p) around its minimum and
constant Z and Y, one ends with a few parameters. These parameters may be fixed by comparison
with experiment. For thermodynamics, they can depend on T and p. This approach is very
successful to gain physical insight without knowledge of the microphycis. The aim of QFT is to do
better by computing the free couplings or relations between them.

Often the most important quantity is the effective potential. For the scalar O(N) model one
may write

A
U(p) =m?p+ §p2+.... (13.4)

In lowest order one has two couplings m? and X. One further takes Z(p) = 1, Y(p) = 0. We will
concentrate first on N = 2. The symmetry SO(2) = U(1) is an abelian symmetry. We employ a
simple complex field ¢(x), p = p*p. Our “Landau theory” is

A
Ir= / {3"90*3#90 +mPp o + 2(@*@)2} : (13.5)
here the quartic coupling A determines the strength of the interaction.

13.3 Spontaneous symmetry breaking

Spontaneous symmetry breaking is a key concept in condensed matter and particle physics. It
extends to other branches of science as well. The basic ingredient is an effective action that has a
given symmetry, while the solution of the field equation breaks this symmetry. The most important
example is an effective potential with a minimum at ¢ # 0. In a euclidean setting the stable solution
of the field equations is the “ground state”. It typically corresponds to minimum of I'. We include
the possibility of a local minimum would corresponds to a metastable state. A positive kinetic
term is minimized by a constant ¢(z) = ¢o, Oy = 0. The minimum of T" corresponds then to a
minimum of the effective potential U.
There two general possibilities for U(p):

o minimum at pg = 0 = o = 0 is invariant under U(1). “Symmetric phase”.

Ul(p)

SYM P

e minimum at py > 0, ¢ = g # 0 is not invariant under U(1). “phase with spontaneous
symmetry breaking” or “spontaneously broken phase”.

Ulp)

SSB P

Here we have picked some (arbitrarily) particular direction for ¢ and rotation symmetry around
¢ = 0 the axes is understood. A potential with this shape is often called “mexican hat potential”,
since it is rotation symmetric around the axis ¢ = 0. The phase of ¢q is not determined! Every
phase of g is equivalent, but the ground state must pick up a fixed direction! An example is
a rotationally symmetric stick under the influence of gravity. The rotation symmetric state of a
vertical stick is unstable, and the ground state of a horizontal stick lying on the floor breaks rotation
symmetry spontaneously. Other examples are magnets for which the expectation value of the spin
in a Weiss domain singles out some direction.
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wo # 0 : spontaneous symmetry breaking

1 0

2-2

13.4 Goldstone bosons

Massless fields play an important role since they dominate the long-distance behaviour. Here the
naming "massless” originates from a Lorentz-invariant setting, where the euclidean propagator
G = (¢* + m?)~! becomes very large for ¢> — 0 if m? = 0. In condensed matter physics the
"massless modes” correspond to gapless excitations. The momentum dependent part in the inverse
propagator G~1(q) = P(w,q) +m?, with P(0,0) = 0, differs for p’ — 0 strongly if there is a gap, i.e.
m?2 > 0, or if excitations are gapless (m2 = 0). Sometimes the situation is even more complicated
since the gap may depend on the direction of ¢. Spontaneous breaking of a continuous global
symmetry always introduces massless particles or gapless modes.

If the ground state leads to spontaneous breaking of a continuous
global symmetry, massless scalar excitations have to be present. They
are called “Goldstone bosons”.

This follows from symmetry arguments and is intuitively clear:
o A flat direction in potential (valley in Mexican hat potential) is dictated by invariance of U
with respect to the continuous symmetry

o The vanishing of the mass term m? = gig in this direction, follows directly.

For real fields ¢, the mass matrix reads
02U
R (13.6)
0pa0py ©o

Its eigenvalues m? determine the particle masses. The inverse propagator in the ground state,
2
Ffzb) (q7 q/) = (q26ab + Mgb) 6((] - q/)? (137)

is easily diagonalized. In the diagonal form one has G~1(q) = ¢*> + m? and identifies m; with the
mass of a scalar particle.
For an example with U(1) symmetry we employ

1 .1
U=§/\(p—po)2, p=v9=5(Pi+e3), (13.8)
where the real fields @1, @2, are related to the complex field ¢ = %(@1 + ). We can choose

©1.0 = V200, p2.0 = 0, p = 3 since the direction of the expectation value is arbitrary. The mass
matrix is easily computed with
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oU U dp.

A= g = M- ; 13.9
901~ Bp don (p = po)p1 (13.9)
U  aU 0p
o T o, = M- ; 13.10
9s ~ Op Do (P — po)p2 ( )
on has
0*U
h= 52 = Mo —po) + el (13.11)
0*U
M3y = 5 = Mp = po) + A3, (13.12)
Y32
0*U
My =M} = ;7= : 13.1
i2 2= 90100 Ap1p2 (13.13)
The mass matrix for p = po,
2
M2 = < ¥1 ‘/’1‘52) : (13.14)
P12 P2

has a zero eigenvalue for an arbitrarily direction of . In particular, the evaluation at ¢; =
V20, p2 = 0 yields a diagonal matrix

2)\/)0 0
M2 = : 13.1

The radial mode ¢, has mass m? = 2\pg, while the Goldstone mode 5 is massless, m? = 0.

The massless field is called “Goldstone boson”. This Goldstone boson is the origin of super-
fluidity! An example is superfluid He?. For a non-relativistic spin zero complex field op(x) the
U(1) symmetry ¢ — €@y is related to particle number conservation. The field equation for ¢ is the
“Gross-Pitaevskii equation”. For the relativistic case it is a Klein-Gordon equation with interaction,

0" 0up — Me™p — po)y = 0. (13.16)
13.5 Higgs mechanism

Local continuous symmetry

Assume that the effective action is invariant under local phase transformations of a complex scalar
field, p(x) — €@ p(z) = ¢'(x) (local U(1) symmetry), where a depends on z. This is the gauge
symmetry of electromagnetism! In contrast for the case of a global symmetry « is independent of
x.

Covariant derivative

The derivative term does not transform homogeneously under local gauge transformations

0up' (@) = Oy (¢ Wep(2) ) = €°C,p(a) 4 Duaa)e™ Dp(a). (13.17)

homogeneous inhomogeneous

Therefore 0% p*0,¢ is not invariant under local gauge transformations.
To fix this we introduce the covariant derivative for the transformation ¢ — e**(®)Q,

Dy = (0y —ieQAy) e, (13.18)
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where we take here @ = 1. (For the electron one has = —1.) Simultaneously the gauge field
transforms as 1
A, = A+ gaua(x) (13.19)

Then
(Dup) =0, (em(m)gp(x)) —ieAle P p(z) = ™D, . (13.20)

transforms homogeneously. Consequently, (D,¢)*(D*¢) is invariant! For a local continuous sym-
metry (gauge symmetry) we need to replace partial derivatives 0, with covariant derivatives D,,.

Landau type theory

Take the following effective action

X AL 1
I'= / {(Dw) D¥e + 5(90 @ —po)?+ 4F;L,,FW} . (13.21)

First consider a constant background scalar field ¢ = ¢g, where g is taken real, and A, is the
gauge field for the photon, and F},, is the correspondingly field strength. For this configuration of
the scalar field the relevant terms in the effective action are given by

Dyp = —ieA 0,  (Dup)*Dup = g A, AX,
FM =0,A, —0,A,; F,F" =20"A"0,A, — 20" AM0, A,
/FWFW = / (—24"0%A, — 20,A"9,A") . (13.22)

We choose a gauge fixing 9, A" = 0. Then in momentum space the effective action takes the simple
form

P / (@ +22G3) A" (—g) A, (q). (13.23)

Higgs mechanism I: photon mass

The field equation for the photon replaces Maxwell equations in vacuum. In momentum space it
reads
(¢* +2¢%¢3) Au(g) = 0. (13.24)

The solutions are plane waves with ¢ obeying
@ +m?=0, m?=2e%pp. (13.25)
This is the dispersion relation for a massive field with an effective photon mass m,

@ =m*+q =E% (13.26)

Higgs mechanism! Photon acquires a mass through spontaneous

breaking of a gauge symmetry.

Coulomb potential = Yukawa potential

1 1 1 1
- - - = —mj]r| .

> > e 3d Fourier transform. 13.27
q2 [r] 4%+ m? 7| ( )

The electromagnetic interaction becomes a short range interaction!
= superconductivity;
similar: origin of W, Z mass

superconductivity = Higgs mechanism for electromagnetism.
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13.6 Superconductivity
Field equations for (relativistic) superconductor

The field equations obtained by functional variation of the effective action I' with respect to the
sclaar and gauge fields,

or
Ee— — DD o+ A e — po)gp =
do*(z) 0 uD¥ o+ A" — po)p =0
r
or 0: Oy FM 4 262 0% 0 AM +ie(p* Mg — pdt ™) = 0. (13.28)
0A
m

This follows directly from
(D )" (Dpp) = (0" + ie A" )" (0, — ieAy)p
=0 p"O0up + 62(,0*(,014”14“ +ieA p* 0, — ie A 0, 0" . (13.29)
We define the current
g = —ie(p*0*p — pd*p*). (13.30)

Maxwell’s equations are modified by an additional term ~ @*pA*

[0, 122" A" = | (13.31)

Higgs mechanism I: photon “eats” Goldstone boson

Massless photons have two degrees of freedoms, namely two polarizations. Massive spin one particles
on the other hand have three degrees of freedom because of three spin states. Where does this come
from?
If o9 = 0 : Goldstone boson. Spontaneous symmetry breaking of a global continuous symmetry
produces a Goldstone boson, while breaking of a local continuous symmetry results in a massive
photon, but no Goldstone boson.
Sometimes it is convenient to reparameterize the scalar field ¢ in terms of non-linear fields. One
such non-linear parameterization is

o(z) = o(z)e™®), (13.32)
where o, ¢ are real scalar fields. In the low energy effective action of QCD, o corresponds to the
sigma resonance (but very broad and not really observed) and 7 is the pion.
In this parameterization, the gauge transform shifts the pion field 7(z) — m(x) + a(x), while o(z)
is invariant under gauge transformations.
We will now derive the effective action for the new fields. First we rewrite derivatives of ¢ in terms
of the non-linear fields

Oup = auaei7r + iapwaei”
(0"@)*Opp = (O oe™ '™ — id'moe™™)(J o™ + i0,moe'™)
= (0%o —i0"no) (0,0 +i0,70)

=0'od,0 + 028‘%8”77

(13.33)

Finally the potential terms do not depend on 7 at all, i.e. U(p*p) = U(c?) For a Global U(1)
symmetry 7 is the Goldstone boson— it is a massless excitation with no potential term and only

the kinetic term in the action. Meanwhile o is the radial mode and has mass m2 = ‘327[{
oo

We next investigate how the non-linear fields couple to a gauge field of models with a local U(1)
symmetry. The covariant derivatives read
Dy =0,p— ieAHUe”r

. 13.34
(Dpp)* = 00" +ieA,oe " ( )
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So the kinetic term can be rewritten as follows
(DFo)* (D) = 0'00,0 + 0?0 md,m + e2a® AF A,
+ieAtoe” (0,0 + icd,m)e'™ —ieAtoe™ (0,0 — icd,m)e ™
=0'o0,0 + 028“7@#% + 620'2AMAN
+ieAto(0,0 + i00,m — Oy0 + 100, T)
=0"00,0 + 028“71'(%7? + eQUQA“AM — 2602A“3,L7r
= (0'7 — eA") (0,7 — eA,)o? + 0Fod,0

(13.35)

We can cross-check if gauge symmetry still holds. If 7 = 7 + a then 9,7 — 9,7 + J,«, while
eA, — eA, +0,a. Indeed the gauge symmetry is conserved since the pion field only appears in the
combination d,m —eA,! Actually we can use the gauge symmetry to make the pion field constant,
i.e. 0ym = 0. Then 7(x) disappears from the effective action and the field equations, i.e. the photon
“eats” it and becomes massive and we are left with the following action

1
I = / {aﬂaaﬂa + F F + e*o?AM A, + U(O’2>} : (13.36)
x
It describes a massive gauge field and a massive scalar.

13.7 Electroweak symmetry breaking

The same phenomenon happens for the spontaneous breaking of the electroweak symmetry SU(2) x

+
U(1). The standard model invovles a scalar doublet p(z) = (io((i)) ) and gauge bosons: a triplet
V_[}u(x) and a singlet Y),(x). The fields W,fc (x), Zu(x), A, (z) are linear combinations of Wu and Y.
After spontaneous symmetry breaking SU(2) x U(1) —

(¢) = ( 0 ) : (13.37)

®o

The W+ and Z bosons acquire mass but the photon remains massless. The scalar ¢* disappears
from the spectrum, much like 7 before.
o : Higgs scalar — LHC!

13.8 Redundancy

Local gauge theories are “redundant” descriptions. For every generator of the gauge groups, there

is one degree of freedom on which nothing depends. It is eliminated by gauge fixing. Different

gauge fixings eliminates different fields. For electromagnetism, one may choose
O A" : eliminates longitudinal photons

o (13.38)
=0 : eliminates Goldstone bosons

Of course one can not apply both conditions simultaneously. All gauge fixings are physically equiv-

alent even though the gauge fixed actions might look different.

The reason for a redundant description is the locality of the gauge covariant action.

13.9 Chiral symmetry breaking in QCD

In the limit of vanishing masses for the up and down quarks, m, = mg = 0, the effective action for
QCD has a chiral global SU(2); x SU(2)r symmetry. The kinetic term for the two light quarks
takes the following form

Ty = i / "D, (13.39)
x
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with
u
= } 13.40
o= () (13.40)
where u, d fields carry color indices. The covariant derivative
Dy, =0, —igTzAZ, Z=1..38 (13.41)

it is also invariant under local SU(3) (color) gauge transformation. Here Af are the eight gluon
fields and Tz are the generators of the SU(3) transformations. In the chiral basis,

1+ 1- - -1 - -1+
= 1, dr= 0 =P, dp= g

The kinetic term involves independent species of the left-handed 1, and right-handed ¢z quarks

Y

(13.42)

Ciin = i / (VL' DL, + YRV Dyutbr) - (13.43)

It is invariant under independent global symmetry transformations

Wl

SU@),: vp— e, P — ppe 3% (13.44)
SU@)p: vr— e p,  dp— dpe P (13.45)

L

al

This “chiral symmetry” is violated by quark mass terms. In the massless limit m,,mgq — 0 this
symmetry is restored. The classical action is invariant, since both the covariant kinetic term for
the quarks and the gluon kinetic term are invariant. As a consequence, the effective action I is also
invariant.

At low energies below 500 MeV the gluons no longer play a dynamic role. On the other hand,
experiment tells us that there are mesons as bound states. A Landau-type theory at low energies
may involve quarks and mesons. It has to be invariant under the chiral SU(2)y, x SU(2) g symmetry
in the limit of massless quarks. An invariant coupling between mesons and quarks, which does not
involve derivatives, has the form

Ly = y/ (Yrovr — Yo' vr), (13.46)

where ¢ is a complex 2 x 2 matrix in the (2,2) representation of SU(2);, x SU(2)g

i&T

iB7
¢ — e e T,

- G (13.47)
ot — e T gple 2.
One can also have a kinetic and a potential term for ¢. For example
I'= / {Tr0"¢8,0 + U(Tr (79), Tr (¢769"9)) } . (13.48)

If the potential minimum occurs for the diagonal

b= ("0 0) , (13.49)

00’0

where og is real, the chiral symmetry is spontaneously broken. What remains unbroken is the
isospin symmetry SU(2)y given by & = . The quarks acquire a “constituent”
symmetry breaking

mass from chiral

L, — / yooy1p. (13.50)
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that is m, = yoo. This is the basis for the non-relativistic quark model. The nucleons have a mass
of my ~ 3m,. Note that the mass obtained through chiral symmetry breaking is much larger than
the “current masses” m,, mg obtained through the Higgs mechanism, which is often (incorrectly)
attributed with the generation of all mass

There are three Goldstone bosons from the spontaneous chiral symmetry breaking, namely the

+

pions 7%, 70, In the limit m,, mq — 0, they would be exactly massless. For non-zero current quark

masses they aquire mass and m, ~ m,,, mq.
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14 Saddle point approximation and perturbation theory

In this chapter we will start a computation of the effective action I'. We assume that interactions
are small, and that some type of perturbation expansion in the small couplings should be possible.
We recall that in the absence of interactions the microscopic action S[y] is quadratic in y, and we
have shown that I'[¢] = S[¢].

14.1 Saddle point approximation
Background field identity
Our starting point is the functional integral representation of I' (background field identity)
[y] = fln/Dx' exp {S[gﬁ + X7+ / Hx’(x)} : (14.1)
2 0p(2)

where ¢ is the background field, x’ is the quantum fluctuation field. We take out the classical
contribution

= sl -l [ Drew{-slrxl-skl+ [ Zov@b a

classical contribution
fluctuation contribution

This is similar to the free energy: there are energy and entropy contributions. Every term beyond
the classical action is called the fluctuation contribution or “loop contribution”.

Lle] = Slg] + Tife]. (14.3)

Here I'; accounts for all loops in perturbation theory. The structure of our expression for I'j[¢] is
an implicit equation since ng; appears on the r.h.s.

Saddle point expansion

We expand S[p + x'] around x’ =0

o

Slp+ '] = Sle] + / / 5O () (@) () + .. (14.4)

The piece % cancels against the classical term in gTE

Nl =t [ Dx'en -5 [ sP@av@nm+ [ fhx@ ). )

We can now proceed to an iterative solution. The lowest order is the one loop contribution. In

5Fl
lowest order one neglects 5o (o)
is a Gaussian integral

Iy = fln/Dx’ eXP{;/M 5(2)(x,y)x/(x)x’(y)}

1
—In (det(S(Q))*% . const)z iTr In S@ 4 const.

and higher order terms in the expansion, like S etc. What remains

(14.6)

Here we used the identity Indet A = Trln A. Omitting the constant, one ends with the one loop
approximation for I':

1
Tufe] = 5Trin S@y]. (14.7)

Some remarks
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« The saddle point approximation requires S(®) to be positive semidefinite. Then the Gaussian
integral for a euclidean functional integral is well defined.

e The second functional derivative of the classical action S is the inverse of the classical
propagator in the presence of a background field p(z).

e In momentum space the 1-loop effective action is

d d ./
F”=Q/Eiip/éﬁd@wfﬁﬁw—dxms@mmmav- (14.8)

Tr

For example take ¢(x) = ¢ to be a constant, then
SPpl = G Hw,0)é(a — ). (14.9)

And then )
Iy = 5§zd/1nG*1(<p,q). (14.10)

q
Here Qg is the d-dimensional volume, which is finite on the torus 7.

14.2 One loop effective potential
We employ the generic form of T"

r= / U + derivative terms. (14.11)

The effective potential U depends on scalar fields and involves no derivatives. For the computation of
U one evaluates I' for homogeneous scalar fields. For 0, = 0 the derivate terms do not contribute.
We investigate first a real scalar field with classical action

1
S = / {28“Xaux+V}. (14.12)
with ) _
T A
Vix) = %XQ + X! (14.13)
With _ )
o, A g OV 5 35,
G " XX G =m +5Ax (14.14)
one finds in momentum space for S, evaluated at y = ¢ = const,
3_
§®(p.q.q) = (¢* +m* + 52p")0(g — ¢)- (14.15)
and therefore the inverse propagator function is
3-
G Hq) = +m*+ 5/\<p2. (14.16)

The propagator depends now on the microscopic field ¢! This yields the one loop contribution to
the effective potential

Q _
Ty = 7d /ln(q2 +m? 4 3\p). (14.17)

q

or ;

1 d%q 9 _9 -
Uy =< 1 3\p). 14.18
u = [ (e + 4 340 (14.18)
with p = %(pg. Writing the momentum cutoff A explicitly one has
1< 1 -
U=mip+ 5AAp2 +3 / In(q* + m3 + 3 ap). (14.19)
q,q%2<A?
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14.3 Ultraviolet and infrared divergences

At the end we want to take A — oo and €2 — oco. The questions is if the momentum integrals
remain finite in these limits. We have implicitly assumed a continuous momentum integral fq. This
is allowed only if the infrared limit L — oo exists, with L the circumference of the torus in every
space coordinate, Qg = L%.

We consider a polynomial expansion of U, with U’ = %—g, and define

m? =U'(0) = m3 + Uj,(0)
A=U'(0) = A\ + U{}(0) (14.20)
v =U"(0) = Uy (0).
Note that v is a six-point vertex not present in the classical actions. This is a “quantum vertex”.

Feynman graphs

We want to evaluate

0
Am? = —Uy|p=o- 14.21
"=, 1] p=0 ( )
For this purpose we take a derivative of Uy; with respect to p :
OUu _ 3A [ d'q ! (14.22)
dp 2 ) @2m)? ¢2+m3 +3\p ’
This corresponds to a one-loop Feynman diagram.
1
a°+m3+3Map . (14.23)

3

Lines are given by the classical propagator G = (¢* + m% + 3Aap)t, and the point denotes the

4 —
classical vertex ‘98;(/4“1 = 3XA. As usual, a closed line involves a trace, i.e. a momentum integral and

a sum over contracted indices.
For p = 0 one finds

A 1
2 q 47+ Mm%

A similar procedure for higher couplings takes higher p-derivatives,

2 Y 1
9 U;l = _97/\/ — - (14.25)
dp 2 Jq (@ +m3 + 3 ap)?

- 1
=273 / - = ) 14.26
NS (@ +m2 +33ap)3 (14.26)
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Evaluating them at p = 0, we have:

2 q @© + My
32
AN = _%/ﬁ (14.28)
2 q (q +f’nA)
_. 1
Av = 2703 / S 14.29
A Sy (@ +m3)3 (14.29)

Regularization

For the UV-regularization we take here ¢> < A? in order to have finite integrals. The evaluation of
the integrals is simple. We employ

1 ddq A? "
— 2 2\ _ 41
where vy is given by
1
V4= —T—Qa- 5 (14.31)
24+172 (%)

with ) . .
=553 =< = —. 14.32
V4 327{_2a U3 871'2 P V2 St ( )

The integrals can be computed for arbitrary and continuous dimension d. This allows for expansions
close to the integer d, as d = 4 — € expansions, or d = 2 + € expansions. Such expansions are the
basis of dimensional regularization.

14.4 One loop effective potential for d =4

For the loop correction to the mass term, we need the integral

1 1 x 1 (L, N om
w2 16w )y Pl w6 \Y T Tarme
q ¢ T My T Jo T+ mj us 0 T+ mj

, , (14.33)
1 o o, AT+ M)
= 1672 (A —mj In fn?\ ,
resulting in
35\1\ A? +m3
2 _ 2 -2 A
One concludes that bosonic fluctuations increase the mass term!
For the quartic coupling we can use a simple identity:
1 0 1
E— 14.35
Ly = au L (1436
1 A? + m?2 0 A2 +m2
_ 1 A 52 1 A 14.36
1672 (n m3 A om3 . m3 ( )
1 A2 +m2 m2
— 1 A A _1). 14.37
1672 ( " m3 A2 +m3% ) ( )
Neglecting terms ~ A™" with n > 0 yields
1 1 A2
= In— -1 14.38
/q (¢2+m3)? 1672 ( " m3 > ’ ( )

—929 —



and similarly

1 1 0 1 1
- _ = = : 14.39
/q (¢ +m3)3 2 0m3 /q (¢ +m3)?  32m2m} (14.39)
We find the one loop correction to the quartic coupling of AX and the six-point function v
9% A?
2723 1
=—=—. 14.41
3272 m% ( )

Fluctuation effects

The one loop corrections increase the mass, reduce the 4-vertex coupling strength and generates
new 6-point vertex,
m?>mi, A<y, v>0. (14.42)

Note that Am? ~ A% and A\ ~ —1In 7%—2 are divergent for A — oo, while v is independent of the
A
cut-off.

Impact of fluctuation effects on mass term

Since the mass correction is positive, Am? > 0, it is possible to have a negative bare mass term
m3 < 0 but a positive renormalized mass term m? > 0. Then the system is in the SYM-phase,
even for m3 < 0. This happens for Ising type models. One has local order but not global order.
Strong fluctuation effects destroy the order!

In thermal equilibrium for 7 # 0 the fluctuation correction Am? depends on 7. This can
lead to a phase transition as a function of temperature. The fluctuation contribution Am?2(T) is
monotonically increasing with 7.

The phase transition occurs at T,.. At the critical temperature the mass term vanishes m?(T,) =
0. For fermions the sign of the fluctuation effects is opposite. The contribution from fermion
2 < 0. For the standard model this may lead to top-quark induced
electroweak symmetry breaking.

fluctuations amounts to Am

The dependence of Am? ~ A? on A is called “quadratic divergence’. In the standard model,
one has m ~ 100 GeV, while grand unification or gravity scales are A ~ 10® GeV and A ~ 10'® GeV
respectively. With

m? = m3 + g*A%. (14.43)

a small mass does not seem natural.

Separation of scales
A>m3,m? (<1
e A logarithmically divergent for A — co.

e v independent of A

e The different quantities are dominated by rather different momentum ranges in the loop
integral:

o Am? dominated by modes ¢*> ~ A? (UV-dominated, microphysics)
e A all modes contribute

o v dominated by modes with ¢®> ~ m3 (IR-dominated, independent of microphysics)
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Predictivity of QFT

The ¢% vertex v can be predicted! One may add to the microscopic model a x® coupling. By
dimension counting it is of the form 7y ~ % The macroscopic coupling v is dominated by the
fluctuation contribution, and that 7 plays no role for A — oco. We may add to the classical

potential a term

I e
T asAzY
with dimensionless coupling . This yields for the ratio of the fluctuation contribution and the

Vs (14.44)

classical contribution B
fluctuation  27\3 6 A2

= ——. 14.45
classical 3272  m? ( )
One infers that the fluctuation contribution dominates for large A/m
One loop effective potential for d = 3
The computations for the classical statistics in three dimensions are similar. One now has
3 [N 1
Am? = —/2\/ dza? —. (14.46)
812 Jo T+ my
and ,
9Ny 1
AN = ——A/ dm:éi_z. (14.47)
82 J, (x+m3)?
Inspecting the momentum integrals, one finds that
Am? ~ A UV dominated, (14.48)
AX IR dominated!, (14.49)
93 1
AN = A (14.50)

1672\ /m3
For mj — 0 one observes an IR-divergence for AX. This is a major difficulty for perturbative
calculations for d = 3 near phase transitions!

14.5 Perturbative renormalization

The strategy is to replace microscopic parameters m3, Aa by macroscopic quantities m?, A\. The
microscopic or “bare” parameters m3, \x are not known. In contrast, the renormalized parameters
m?2, X can be determined by measurements, since they enter directly in the computation of cross
sections etc.

For perturbation theory, one expands in the small renormalized coupling A. In lowest order,
one keeps only the corrections linear in A\, \y. We concentrate here on four dimensions, d = 4.

(i) mass renormalization

3 3Aa | A%+ m}
2 2 2 A
= A°— 14.51
mt =m0 s 30,2 11 EYEN (14.51)
3\ 3N . AT+ m?
—2 2 2 2
my =m’ — 327r2A + 39,2 In > + O(A%). (14.52)
(ii) coupling renormalization
LY A? + 1} . 9 A2
A= — 2 (1 A1) = (1= Aln — ). 14.
AT 3p2 <n ma ) A < 3272 m2> (14.53)
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(vi)

_ A
M= — 14.54
AT S am A (14.54)

These relations express the bare parameters in terms of the renormalized couplings. For fixed

A the bare quartic coupling. \a diverges at a “Landau pole” when In 2—22 = %

a limit of validity of the theory. Arbitrary high A are not possible for given A !

. This indicates

In the opposite direction for fixed Ay, A and m? — 0 one has A — 0. This is called “triviality
of p* theory”. For a given finite A one finds an upper bound for A and therefore the mass, of
the higgs boson in the standard model. For A a few TeV the bound is my < 500 GeV.

The ¢5 coupling v = 322:3‘;2 is fixed in terms of A and m?2. There is no additional free

parameter. The theory is specified in terms of only two renormalized parameters m? and .

Momentum dependence of p*-vertex. The 1PI four point vertex depends on the momentum
of of the incoming or outgoing particles

D (p1, 2, p3, pa) = 3X(p1, P2, p3)d(p1 + P2 — P3 — Pa). (14.55)

The Feynman graph for the fluctuation contribution is given by

b3 2
q p1+p2—q. (14.56)
p1 b2

In this notation, the quartic coupling A computed previously corresponds to 5\(070,0) =\
The difference
A(p1,p2,p3) — A(0,0,0) (14.57)

is then found to be IR-dominated. It does not depend on A. In perturbation theory it is com-
putable and found ~ A2. Cut-off corrections are ~ % and vanish for A — oco. The difference
is therefore predictable! The whole momentum dependence of I'®) and the associated cross
sections are predicted in terms of the two parameters A and m?.

Lesson: IR-dominated quantities are predictable! Only a finite number of renormalized cou-
plings is needed to be specified! Same strategy for QED: renormalized coupling e.

Renormalizable theories miracle. Once all quantities are expressed in terms of renormalized
couplings, all momentum integrals become ultraviolet finite for A — 0o, even for higher loops.
Theories with this property are called renormalizable theories. For renormalizable theories,
the limit A — oo can be taken! Similar for other regularizations, e.g. ¢ — 0 for dimensional
regularizaton. Typical renormalized parameters are

@*-theory m? A (14.58)
QED m? e (14.59)
QCD  m?, gs. (14.60)

All other quantities are predictable!

Example QED, anomalous magnetic momentum of muon.
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o Diract equation. magnetic moment in Bohr units:
g=2. (14.61)

e Quantum corrections g —2 # 0

(14.62)

L= cply" A F . (14.63)

Consistent with all all symmetries. Dimension of ¢ is mass™!

theory ¢ ~ 1/A.

, in unknown misroscopic

o Quantum corrections to ¢ are IR-dominated, cutoff dependence ~ 1/A.
e For A — oo g — 2 is predictable! QED has been computed through five loops.

o Observation for muon magnetic moment differs from pure QED (e,u,7 ) at the level

10771
I2) = 11659209.1(5.4)(3.3) x 10710, (14.64)
exp
g—= = 11658471.895(0.008) x 10717, (14.65)
2 QED
The difference is
(gexp — gQED) = 738 x 1071, (14.66)

— N

Pure QED (without hadrons) is excluded at > 1000 level. Hadronic ffects are

)
Ap? S = 693.1(3.3)(0.7) x 107", (14.67)

Remaining discrepancy — new physics needed at cutoff scale A =~ 100 GeV.
o Weak effects contribute to g — 2. Electroweak effects (W*, Z and H bosons)

9
AEWQT = 15.36(0.1) x 10710, (14.68)

After this is accounted for, one is left with an interesting, but not conclusive 3.50 devia-
tion. Could it be new physics below TeV scale?

(vii) TR-dominated terms in T' : “irrelevant operators”. Keys for predictability in QFT if micro-
physics is not precisely known

e symmetries

o fluctuation domination of “irrelevant operators”

Additional predictivity if microphysics is known.

IM. Tanabashi et al. (Particle Data Group), Phys. Rev. D 98, 030001 (2018).

— 33 —



15 Quantum field theory in thermal equilibrium

15.1 Grand canonical partition function

Recall from statistical mechanis that the grand canonical partition function is given by
Z(T,p, V) = Tr {e—%Uf—“N)} (15.1)

where T is the temperature, p is the chemical potential, H is the Hamiltonian and N is the particle
number operator. Related to the partition function is the grand canonical potential Q(T', u, p, V')
through the relation

Z=e YT, (15.2)

Morevoer, one has with entropy S and pressure p
Q=FE—-TS—uN = —pV. (15.3)
and the differential
dQY = —SdT — Ndy = —pdV. (15.4)
This shows that thermodynamic quantities can be directly derived from Z or €2, for example

QO QO
g__ 92 No_ % (15.5)
oT WV o TV

Other observables follow from Legendre transforms, for example

o0 o0

Exercise 15.1. In a homogeneous situation, it is convenient to work with pressure p(T, 1) as
a thermodynamic potential. Show that for constant volume V' one has

Z(T, i) = exp (Vp(TT’”)>= exp [/OT dr /d% p(T, )|, (15.7)

and that
dp = sdT 4+ ndu = § dT+ E d (15.8)
p= = % % K- .

Derive expresions for entropy density s, particle density n and energy density € from p(T, ) and
its derivatives.

Exercise 15.2. (advanced): Derive also expresions for the heat capacity densities

C, T [0S c, T (dS
e L (05 L (%) 15.9
“TYV Ty <6T)V)N PTYV TV (8T)p’N (15.9)

and the thermal expansion coefficient

1 (8\/)
a==(=] . (15.10)
vi\er),,

in terms of p(7, u) and its derivatives.
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From these considerations, it becomes clear that it would be very useful to have a method to
calculate the grand canonical partition function for matter described by a quantum field theory.

Note that equation (15.1) resembles a transition amplitude in a Euclidean quantum field the-
ory. More specifically, we have previously derived functional integral representations for transition
amplitudes between initial and final states. For real Minkowski time, they are of the form

(] et ;)= /D¢ ¢! le] (15.11)

where the right hand side involves the Minkowski action Sy,

ty A
Sul¢] = —/ dt/dsx {6M¢*8“¢+m2¢*¢+ 2(¢*¢)2} (15.12)
t;
for the example of a complex scalar field. The functional integral has the boundary conditions

o(ti, T) = ¢i(Z),  o(ty,T) = ¢r(T). (15.13)

They parameterise the initial and final state.
In order to use equation (15.11) to calculate the partition function in equation (15.1), we need to
do a few things.

(i) To match exp(—i(ty —t;)H) with exp(—H/T), we must choose

ty—t;= _% (15.14)

to be imaginary. For example, we can choose t; = 0 and ty = —i/T = —if3.

(ii) Taking the trace means to identify initial and final states (because the trace is cyclic) and to
sum over them. In other words, we need to set

¢i(¥) = ¢5(¥) = 6(0,%) = ¢(=i/T, &) (15.15)

and include a (functional) integral over ¢(0,Z). This leads to a functional integral without
boundaries but with the periodic identification

60, %) = ¢(—i/T, T). (15.16)

The imaginary time dimension is periodic, the geometry is like the one of a cylinder with times
t =0 and ¢t = —i/T identified.

511

Figure 2. Imaginary time direction in a compactified dimension
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(iii) It is convenient to introduce the imaginary or Euclidean time 7 with ¢ = —i7 where 7 gets
integrated from 0 to 5 = 1/T. Note that dt = —idr. Also iSy[¢] = —SE[¢] with

/T
Se[¢] =/ dr/d% {8H¢*8“¢+m2¢*¢+ ;(¢*¢)2} (15.17)
0
and
D "¢ = QQS*QQS + V¢*Vo (15.18)
or' oOr

(iv) We also need to introduce the chemical potential term. One can see this as a modification of
the Hamiltonian or of the action. To introduce it properly, we follow the following recipe. Let
us first go back to real time and let us couple the theory to an external gauge field A, (z).
The action becomes

Suld] —/ [ @ {6 A0 — i)+ mAgTe+ 2 (¢¢)} (15.19)

The global U(1) symmetry ¢ — ¢, ¢* — e~ “¢* has now been extended to a local symmetry
where the external gauge field is transformed as well:

(b*} eia(m)(b’ (,25* s efia(m)qs*

(15.20)
Au(x) = Ap(x) + Opa(x)
The conserved current on the microscopic or classical level then follows from
05w _ JH(z) = —i¢™ (x)0" ¢(z) + id(2)0" ¢" () (15.21)
0A,(x) ’
The conserved particle number is
N = /d% JO(z). (15.22)

If we take the chemical potential to be the time component of an external gauge field, it will
automatically couple to the conserved number density. One may check that signs and factors
of i indeed come out correctly. After analytic continuation to Euclidean time, one obtains

o . 0 ) 0 (0
a*lAO%m*ZAO—I (87_140)4)7, <87- ) (1523)

and the Euclidean action becomes

- [ [ {(2n) o (8 -) o 5avesmieo Jvor)

or, after partial integration,

1/T a 2
_ 3 L Y 2
_/0 dT/dx{gb[ (37‘ ) V2 4+ m?

In summary, we can write the grand canonical partition function for a complex scalar field as

¢+ (¢5 ¢)° } (15.24)

Z(T,p, V) = e~ T V)/T /D¢ e~ 9le] (15.25)
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with the action in equation (15.24) and fields that are periodic in Euclidean or Matsubara time
o(r=0,7) = o(r =1/T,%). (15.26)

The formalism can also be extended to fermionic (Grassmann) fields, where a careful consideration
leads to anti-periodic boundary conditions

Y(r=0,%) = —y(r=1/T,%). (15.27)

From here on, the formalism can be developed similar as in vacuum.
For concreteness, let us consider free complex scalars with mass mp and chemical potential up as
well as free Dirac fermions with mass M and chemical potential ;. The Euclidean action is

1/T 2
Sk[¢] :/O dT/dSl‘ {d)* [ (zi“) V% +m?
+1) [wo (; —m) +170; —H’M] ¢}
T

We introduce now source fields J for bosons and 7 for fermions and write the partition function

¢

(15.28)

Z[fh m, J*7 J] = ew[ﬁ,n,.]*,‘]]

_ _ o (15.29)
= / DIDYDG Dy exp [—SE [, 6", 6] + / A+ + T+ ¢*J}]

The functional W7, n, J*, J] is the Schwinger functional in thermal equilibrium and the generating
functional of connected correlation functions.
Furthermore, one may introduce the one-particle irreducible effective action as a Legendre transform

L0, 0, 0", o] = / RUAER UEACE RS B U A (15.30)

On the right hand side, the sources 7, and J*, J are evaluated at the extremum. One finds the
integral representation

e TITe™ 0] /D&DwD(;b*D(;b exp [=Sg[h, ¥, 9", ¢]

+/4 {1 =)+ (@ =)+ (¢ —p) + (6" — ") ]}
o (15.31)
= /D&wa*m exp [=SE[¥ + 9, U + 19, ¢" + ¢, ¢ + ¢]

+/ﬂ{ﬁw+1ﬁn+J*¢+¢*J}

In the second equation, we have shifted the functional integral. This representation makes particu-
larly transparent that the effective action I' corresponds to an action where the effect of fluctuations
in the quantum fields is taken into account. Let us now perform the functional integral. For a free
field theory, this is a Gaussian integral and can be done analytically.

More generally, one could perform a steepest descent approximation, leading to a loop expansion.
As a preparatory step, we need to develop an appropriate Fourier transform. We write the fields as

d? ; i
W’f)_T;/ Gyt T o, ), .
15.32

3 , .
(1, %) = TZ/ (27:))3 e T HIT G (jap,, | ).
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As a consequence of the periodic / anti-periodic boundary conditions, the frequencies are discrete.
One has

2T, Bosons,
Wy, = (15.33)

27 (n + %) T, Fermions.
These are known as Matsubara frequencies.

Exercise 15.3. Show that this allows to write the action in momentum space as
= Pp oo 2 2 2 70 , oo
=T 3 | Gap {6 [(wa = inp)® +@)? +m?| ¢+ [i7° (wn — inr) —75+iM] ¥}

= ¢+sz ’¢] + il

The second line introduces an abstract index notation with

; : 1 3¢(3) (= d*p
i=mp), j=040), b= 50w (2T) 5O (- 1), Z = T;/ my (15:34)
and

Py = [ (o = inp)® () +m?] 3,

i (15.35)
pz(’j ) =17 (wn — ipp) =5+ iM] ;5.
One obtains
- / DYDYDG Do exp (¥ +D)ipl) (¥ +); — (¢ + 67} (0 +9);
+ Ths + ims + S i + ¢ ;]
(15.36)

—exp [TV - 910l ] [ DIDUDE DY exp |Gl ;- 6106,
+ ( - \Il’bpzj )w] +wl( Up pz] )\II )+ (J SDZp’L_] )d)J +¢ ( p'gj )SDJ)

The first term is actually the microscopic action Sg evaluated at the field expectation values ¥ and
. The terms linear in the fluctuating fields v, ¢ in the last line vanish actually at the point where
the expectation values solve the field equations, like for example

]
5,

=1 (15.37)

These are the equations that determine the sources on the right hand side of a Legendre transform.
We thus find

TP, ¥, ", ¢] = Sp[¥, ¥, ", ¢] —In ( / DYDYDG Do exp |~bivly v — 6ipl; )@D (15.38)
Or, recalling the Gaussian integrals for bosonic and fermionic (Grassmann) variables,
T[T, 0, 0", ] = Sp[¥, ¥, o*, o] + Indet(pP)) — Indet(p'F)) (15.39)

The effective action is given by the microscopic action plus a constant term. Because the In-terms are
independent of the field expectation values ¥ and ¢, we could drop them, if we were only interested
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in field correlation functions. However, in general this constant depends on the temperature 7" and
the chemical potentials g and pg, so we need to evaluate it if we are interested in thermodynamics.
In the following, we discuss this evaluation. First note the useful relation

Indet M = trln M for some matrix M. (15.40)

(It follows easily in the case where M = diag(m;j, ma,---) and also holds in general.) In our case,

taking the trace involves a sum over the Matsubara frequencies and an integral over the momenta.
(B)

Also note that, if one comprehends p;;j s a matrix, one has

B) — 6@y ! 5o o - )( : 5 )
pij = Sg (.0, p.p) ((2@35@(@-%@ (@ 56w 7)) (15.41)

= 0 (2m)*6@ (7~ ) [(wn — p)® + () + m’]
and similar for pz(-f) (
set n =n' and p = ', sum over n and integrate over p. This gives in particular a term

@5@)(0) - Ly (15.42)

with spatial volume V. Thus, we obtain the effective action

which also has a Dirac-matrix structure). When taking the trace, we need to

1

1T
F:/ dT/d3x {¢* [-02 + upd; — V> +m?| ¢+ U(p*p)
0

5 (15.43)
+¢ [—vo <aT —;w) +iv! 0; +z’M} w}

with effective action
U(p*p) = (m? — pp)*p* ¢ + AU (15.44)

and the contribution from fluctuations

AU =T ; /(;Z;?;g {ln {(wSLB) - iuB)2 +(p)? +m2} —trln [i’yo (w,(IF) - i,uF> —'7ﬁ+iM}}
(15.45)

The remaining trace in the second term is for the Dirac matrices. In order to calculate this further,
we need to find a method to sum over the Matsubara frequencies. To this end, we will first
use partial integration with respect to the spatial momentum, assuming that there are vanishing
boundary values for p — oc.

_ _TZ/ @p é
_ —TZ/ { 5( ?372 (15.46)
i’

—ipp)? + ()2 + m?
—ftr (

-1
( ) - wF) —wﬂ-M} Vﬁ)}
[i’ro (wﬁf) - qu) —9p +iM}

0 0 0
(g + P+ ] =)

And we have
1 i’yo (wéF) — iup) —Ap —iM

15.47
(F) _ 2 2 2 ( )
(wr, inp)2+ P2+ M
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Im(z) Im(z)

—r— U T— [

Re(z)

Figure 3. Different integration contours for J

and therefore

o 307 5
AU =-T B .
;/ (271')3 (wELB . iMB)Q + (ﬁ)z +m?2 (wr(LF) _ qu)2 _|_(]3‘)2 Y (15 48)

We used here tr(y#+") = 4nH”.

In order to find a way to sum over n, we first consider a contour integral

1 1 1
. 15.4
d 27t Jo (—iz —i/L)Q + 22 [2 nB(Z)} (15.49)

Here z = Re(z) + ¢ Im(z) while x, y are parameters. As can be seen on the left hand side of figure
(3), the integration contour C goes downwards slightly left of the imaginary z-axis and up again
slightly to the right of it. We use here the Bose distribution function

np(z) = [ez/T - 1} B (15.50)

which has poles at z = i2anT with residue T'. In contrast, the prefactor of the square bracket has
poles at

z =4z — p. (15.51)

We assume |z| > |u|, so that those poles are away from the imaginary z-axis. The contour can be
closed at z = +ioco and we find from the residue theorem

- 1
J=T
; (2mnT — ip)? + z2

(15.52)

This is precisely the infinite sum we need to calculate for the Boson contribution. On the other side,
wen can also close the contour somewhat differently without changing the result of the integral as
can be seen on the right hand side of figure (3).

We now get 2 contributions, one contour C; that closes on the right and one contour Cs that closes

1 1 1 1
(—iz—iu)2+x2: _z—x+u+z+x+u 2 (15.53)

on the left. From
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one can read off the residues. Taking into account that the contour has now a clockwise orientation
and that

1 1
[2 + TLB(Z):| = — [2 + nB(—z)} (15.54)
gives the following alternative representation for our integral
1 (1 1 (15.52) 1
R — — — = = T
57 {2 +np(z—pu)+ 5 +n3(x+u)} J _EOO BT — i) 1 22 (15.55)

This identity allows us to calculate the Matsubara sums for bosons. In a rather similar way, one
can derive

1 1 1 > 1
B _ ) — = G
5 { 5 +np(r—p) 5 +np(x —i—u)} ; (on (n+ %) T i+ a2 (15.56)
with the Fermi distribution function
—1
np(z) = [ez/T + 1] (15.57)

These results actually have an interesting physical interpretation. The first term 1/2 gives the con-
tribution from bosonic “particle-like” quantum fluctuations, similar to the “quantum occupation
1/2” of the simple harmonic oscillator, while the subsequent np(z — p) gives the contribution of
thermal fluctuations for “particle-like” excitations. The second 1/2 comes from quantum fluctua-
tions of anti-particle excitations and the corresponding thermal fluctuations are given by ng(z+u).
Thus, anti-particles have opposite chemical potential.

The fermionic terms can be understood similarly - but now quantum fluctuations contribute —1/2!
Moreover, the statistics is different as is apparent from ng — np.

Combining all terms, we find

d3p 92 [1 1
YT Y S —
P

2(p)?
3

with B — \ /G +m? and ES) = /)7 T 3.

Note that there is an infinite contribution from quantum vacuum fluctuations, which however is
independent of the temperature and the chemical potential. It would incidentally cancel if there
were exactly as many complex bosons as complex fermions (here we have two complex fermions for

(15.58)
_|_

1 1
[—2 +np(BS) — p) - 3t np(ES) + M)} }

spin 1/2 degeneracy).
Subtracting the temperature independent term and recalling that pressure corresponds to —U, we
find the thermodynamic pressure

. Pp | (P [1 1
p=-U+ const = (i —m?)p*p +/ (2m)3 {3(1;23) 5t np (B —p) + 5t np (B + )
P

1
—5 +nr(B —p) = 5 +np(B +u)] }
(15.59)

And this is indeed the result that one would also obtain from the methods of quantum statistical
mechanics. In particular, for photons one will thus obtain the Planck formula for blackbody radia-
tion!
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To understand the implications of what we have derived, let us investigate some limiting situa-

tions. First, calculate the boson density (for p*¢p =0 and E := EI(,B))

ve Lo [ 00
B 8,up_ (2m)3 3E Ou

:/(;if)’g (;pﬂ'aijE> (—(,jEnB(E—uH a(;nB(E+u)>

3
~ [ G 5 s =) = nn(E + 1)

(ng(E —p) +np(E+ n))

(15.60)

3
:/(37’;3 (np(E — ) — np(E + )

We see that the conserved particle number is the difference between occupation numbers for particles
and anti-particles. Similarly for fermions.
Now consider the limit 7' — 0, first for fermions. The occupation number becomes

-1

= 0(u — V/(9)2 + M?) (15.61)

. o (P)> + M> — p
%IE{)RF(E—M) —%1310 lexp( T +1

Similarly, np(E + p) — 0(—p — \/(p)? + M?). For |u| < M, there are no fermions at all. For
|u| > M, a Fermi sea of particles develops where all states with (p)? 4+ M? < u? are occupied once.
Similarly, for 4 < —M, such a Fermi sea of anti-particles develops.

For bosons, the limit looks differently. The occupation number

exp ( (@2+M2_ﬂ> -1

-1

np(E —p) = T (15.62)

vanishes also when || < m but would diverge for y? = m? at o= 0. This is related to Bose-Einstein
condensation. To see what happens, let us investigate the “classical” contribution to the effective
potential in the interacting theory.

1
Ua = —p = (m* = 1*)¢"p + SA(¢"¢) (15.63)
For m? > p?, the minimum of the effective potential is at p := ¢*p = M > 0. The field has a
non-vanishing, homogeneous expectation value. The particle number density has a contribution

dp
=L =9 15.64
n= g T e (15.64)

which is positive for © > 0 and negative (anti-particles) for u < 0.
We should note here that in non-relativistic physics, one works with a chemical potential puyg
related to the one used here through

H=m-+ UNR (15.65)
Furthermore, the fields are normalised somewhat differently.
Finally, let us discuss the case of massless particles at vanishing chemical potential. This is a

good approximation for many quantum fields in the early universe but also for quarks and gluons
in relativistic heavy ion collisions at the Large Hadron Collider (LHC) at CERN.
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Exercise 15.4. Show that upon performing the momentum integrals, one finds

2

T 7
T)=— (Ng+-Np | T* 15.66
w1 = g5 (N + §ve ) (15.66)

This formula actually holds more generally for Np real bosonic massless fields where in our
case for a complex scalar field Ng = 2. Similarly, N counts the number of real massless fermionic
fields. In our case, we have 2 spin states and Dirac fermions are complex (in contrast to Majorana
fermions), so Np = 4.

It is very easy to derive the entropy density

dp w2 7 3
=—=4— [N —Np | T 15.67
= 90(B+8F) (15.67)
The energy density is given by
2 7 4
e:—p+sT=3% NB+§NF T =3p (15.68)

In particular, the relation p = ¢/3 is a consequence of conformal symmetry (no mass scale except
T') and shows that the velocity of sound is (in units of ¢)

dp 1
== = 15.69
cs =1\ 3¢ 7 ( )
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16 Functional renormalization

We have seen that loop integrals often contain ultraviolet divergencies if the UV cutoff is moved to
infinity, or infrared divergencies if the volume is extended to infinity.

Quantities dominated by infrared fluctuations become predictable in terms of a few “renormalised
couplings”. This idea is the central point why quantum field theory has predictive power. Rather
than dealing with this idea in a technical fashion, we will develop the concepts that explain why
“technical miracles” (as the cancellation of the divergencies) occur in perturbation theory. This
is done by introducing functional renormalization as developed by Wilson, Wegner, Symanzik and
Kadanoff.

The main idea is to relate the microphysical laws embodied by the classical action S to the macro-
physical laws that can be extracted from the effective action I'. This is done in a continuous way
by the effective average action I'y, which describes the laws at a length scale oc k~!. This effective
average action interpolates smoothly between the classical action (at Kk = A or k — oo) and the
effective action (at k& = 0). In this way, the effect of fluctuations is included stepwise. The way
in which I'y, depends on k is described by a so-called “flow-equation” or “renormalization group
equation”.

The effective average action includes the effects of all fluctuations with momenta ¢ larger than k,
i.e. ¢ > k2, but does not include those with momenta smaller than &, i.e. ¢> < k2. The small
momentum fluctuations are “cut off” by an infrared cutoff function Ry (g?).

Fluctuations 3 >

not included Fluctuations included

0 /{72 q2 A2

Consider to nearby scales k1 and ks < k1. The difference between I'y, and I'y, consists of the
fluctuations in a finite momentum range k3 < ¢ < k2.

Fluctuations included in I'y,

Fluctuations included in I'y,

€ >
: | q2 B

This is the reason why the flow equation (which describes how Ty, changes) is dominated by
this momentum range and both ultraviolet finite and infrared finite.

The momenta with ¢ >> k7 and ¢> << k3 simply do not matter for 'y, — I'y,. The ultraviolet

1
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and infrared divergencies in perturbation theory have to do with properties of the solutions of the
flow equations.

16.1 Effective average action
IR-cutoff

In order to implement these ideas, we add to the action an infrared cutoff piece
a8 = 5 [ @R @) (16.1)
Ry, is called regulator. This adds to the classical inverse propagator a cutoff piece
(S + AkS)P = + Ri(¢®) + -+ = Pul(q®) + -+ (16.2)

An example for a regulator is

Ri(¢?) = (K = )0k — ¢°), (16.3)
resulting in
2 2 2
q°, forgq”>k
P(¢*) = 16.4
(@) {k e 42 (16.4)

For k£ > 0, the momentum integrals in a loop expansion

1
/q Bl + m2)" (16.5)

have no IR-divergencies, even for m? = 0.

Due to the dependence on k, we have a whole family of models with classical actions S + AS.
For k > 0, it is regularized in the infrared, a finite volume is no longer necessary. The ultraviolet
divergencies in perturbation theory at this stage, since Py (¢q?) = ¢* for large momenta.

Generating functionals in presence of Rj

For k > 0, we can repeat all definitions for generating functionals. The Schwinger-functional
becomes k-dependent,

W@w}:hi/fwexp{—S-Aks+l/J.X}. (16.6)

Only the action, not the construction, is modified. The same holds for the Legendre transform

Tilp] = fWkJr/J-cp. (16.7)
The relation between ¢ and J depends on k,

6Wk ark

since Wy, and f‘k depend on k.
For the effective average action I'y, we subtract from the effective action I'y the IR-cutoff piece,
now in terms of ¢,

Lo =T - A8 = i 5 [ el Rle)e (@) (16.9)
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Matrix notation

Taking x, and ¢, as generalized vectors, the IR-cutoff is a matrix

1 1
AS =5 / pal@)RE (2, )r(x) =5 ST R (16.10)
z,y
Here R (x,y) is the Fourier transform of
Ri(a,4") = Ri(a*)5*6(q - 4), (16.11)
ie.
R (z,y) = / / TR (g, ¢ )e MY = / e Ry (%) 5. (16.12)
q/q q
In the matrix notation, one thus has
al'y,
— =J—Rk- . 16.13
e ko (16.13)
Background field identity
Inserting these definitions, one obtains
or 1
exp (Tl = [ Dy exp (=8le + X1+ SN = 500 Rax (16,14

Comparing with £ = 0, where Ry = 0, one sees that the IR-cutoff only acts on the fluctuations
X'=x—¢
Limits

(i) Assume limy_, o R(q) — oo. Then one can show that

lim Tg[¢] — S[e]. (16.15)

k—o0

The corrections in the saddle point approximation vanish since the quadratic cutoff term di-
verges and the Gaussian integral becomes exact. The determinant from the one-loop correction
is a field-independent constant. All fluctuations are cut off.

(ii) Assume limy_,0 Rr(g) — 0. Then

Lim T[] — Lly]. (16.16)

Here, there is no IR-cutoff, all fluctuations are included in the quantum effective action.

The flowing action I'y[¢] interpolates between the microscopic action S[¢] and the macroscopic
quantum effective action I'[¢].

Some remarks:

I) In practice, there is a finite microscopic (UV) scale A. Instead of taking the limit k& — oo, one
sets k — A. Thus, 'y can be associated with the microscopic action (though in principle, the
first step is to compute I'y from S).

IT) Symmetries of I'x:
All symmetries of S+ AS (in absence of anomalies) or of I'a and AS are also symmetries of
T'). Sometimes the IR-cutoff can violate symmetries (e.g. gauge interactions).
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III) Effective laws:
I';, encodes the effective laws at the momentum scale k, i.e. at the length scale k~!. Thus,
the flow to lower k can intuitively be understood as “zooming out” with a microscope that
enables to adjust to variable resolutions. When fluctuations ¢? < k? are not yet included, T';,
describes a situation analogous to an experiment with a finite probe size oc k~!. Therefore I';,
is called the “flowing action”.

IV) To take into account fluctuations only down to a certain momentum k can also be interpreted
as averaging of fields, taking into account all interactions within a range k~'. Therefore, one
talks about the “effective average action”.

16.2 Exact flow equation

We will derive the exact flow equation

T = %tr (00 4+ R0y (16.17)
in several steps.
i)
O Trle] = =k Wi[J] (16.18)
Proof:
WLy = —0Wyyy — ) (%%Ja(x)w + /z ©a(T)OkJa(x))4 (16.19)

ii)
—OpWi[J] = —0k ln/DX exp (=5 —ApS+J-x)
= —% /’DX exp (=S — ApS+J - x) (—0ALS) (16.20)
= O (ArS),
(because only AS depends on k).

iii) The formula for the propagator is derived as follows.

Gav(z,y) = (Xa(@)x5 () = (Xa(2)) (Xb(¥)), (16.21)
(Xa(@)x0(y)) = Gav(2,y) + pa(@)@p(y),  Ga(2,y) = Graly, 7) (16.22)
ol = / R, 0)Ganlr ) + - / @R () (16.23)
= Oy, = % /x } Gap(2, )0 RY (y, 2) = %tr {G- Ry} . (16.24)
Here
Gap(z,y) = aa;ag/ﬁb (16.25)

is the propagator matrix in the presence of the IR-cutoff k. It depends on sources or fields.
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iv) Propagator and inverse second functional derivative of T'y:
We employ the general matrix identity for Legendre transforms

Gk +Ry) = GI'Y = 1. (16.26)
This yields the final form of a closed flow equation:
0T, = %tr ((F<2> n Rk)*lamk) (16.27)
and concludes the proof.

The dimensionless form is obtained by multiplying with k& and by defining d; := kdy (here ¢ has
nothing to do with time). Then

Oy, = %tr ((F(Q) +Rk)‘18ﬂ€k> : (16.28)

It is a functional differential equation and both I'y, and F,(f) are functionals of the macroscopic fields
Pa = Pa(T).
Properties of the flow equation

1. The flow equation is exact, we have made no approximations. All non-perturbative effects are
included, e.g. topological defects, etc.

2. The particular form of the matrix Ry is not important. Only the quadratic form
1
ALS = ixTka (16.29)

matters. This allows generalisations to a wide range of situations where Ry, is not necessarily
interpreted as a momentum cutoff.

3. Finite momentum integrals. In momentum space, one has
1
_ 4 (2) -1 2
Ol = 5 §a /q(F + Ri)aa (4, 2)0: Ri (q7).- (16.30)

Note that for translation invariant configurations, one has 1"562) + Ry x (g —¢'), 6(0) = Qq.

The momentum integral is finite due to the presence of Ry, in (F,(f) +Ri) L. It is also UV-finite
due to the factor O, Rj. Only momenta ¢> ~ k2 contribute to the momentum integral.

4. For the example Ry, = (k* — ¢*)0(k* — ¢°), one has

2k, ¢ <k?
&R, = 1 (16.31)
0, ¢>k

(The factor (k? — ¢?)5(k* — ¢*) does not contribute if a suitable smooth limit is taken for all
definitions of Ry.) In this case, the momentum integral is only over a range ¢*> < k2. In this
range, one has Py (q?) = k2.

5. Feynman graph.
Oy Ry

0Ty = (16.32)

This is an ezact and field dependent propagator.
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Renormalization group improved one-loop equation

One has the formal expression

1 ~ 2 ~ 0
amkziu(@maﬁW+Rw) 0= 0Ru g (16.33)
Recalling the one-loop formula
rd = %tr In 5@, (16.34)

one sees the close correspondence of Feynman graphs. One can first formally derive the Feynman
graphs, add Ry in the inverse propagator, perform 9, and then integrate. One has, however, more
vertices, since 'y has richer structure than S. Functional derivatives can be taken on bare scales.
For finite quantities, fq o = 0, fq. This procedure has two important advantages compared to
perturbation theory:

1. The momentum integrals in the loop expansion are finite,

2. no higher loops are needed. (The higher loops effects can be reproduced by an iterative
solution of the flow equation.)

16.3 Derivative expansion

The flow equation is a functional differential equation. Except for a few particular cases (leading
order large N expansion, few non-relativistic particles), it cannot be solved exactly.

Approximate solutions are constructed by truncation. A truncation is an ansatz for the general form
of the effective average action in terms of a few free parameters or free functions. One computes
the flow of these parameters or functions by inverting the ansatz on the r.h.s. of the flow equation
for the computation of I'?).

For the derivative expansion, one expands I'y[p] in terms of its derivatives. For example, for a
theory with SO(N) symmetry, this yields

T = [ Unlo) + 32000000 (@)0"" (2) + 1Ya(p)0,0"p + O(0") (16.35)

where p = %gpa@“. The first order derivative expansion neglects terms with four or more derivatives.
In this order, one has three functions: U, Z,Y.

If we simplify further: Y, = 0, Z) independent of p, then this is called “leading (order) potential
approximation”.

16.4 Flow of effective potential

We want to compute the flow equation for the effective potential Uy(p). For this purpose, we
evaluate 'y, for ¢ independent of z. One needs to evaluate F,(f) for constant . In momentum
space, it reads

2
(2) A 2 8 U o 1
(L' Davla,q") (Zq dab + &paa%) Sqg—4q). (16.36)

One infers, similar to section 14,

1 N -1
am:5/@@@&+m+w+umruui—/@mwf+m+wr1 (16.37)
q q
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This can be compared to the one-loop approximation

1 N-1
Uu =5 /]n(Zq2 + V' +2pV") + T/ln(Zq2 + V). (16.38)
q

q

Replace V. — U, add Ry, by Z¢?> — Zq¢® + Ry, and take the O;-derivative. There are no UV-
divergencies in 0;Uy. We can choose the cutoff function

Ri(¢®) = Z(k* = ¢)0(K* — ¢°). (16.39)
The anomalous dimension is defined by
n:=—0;InZ. (16.40)

It is typically very small and we can neglect the term proportional to n in 0;Rj. The result is

1 27, k> N -1 27, k>
oU = ,/ o _ 4 / . (16.41)
2 Jpck? Zpk? + U+ 2pU 2 g2 <k? Zk? + U

We define the renormalized dimensionless mass terms w; for the radial mode and wy for the Gold-
stone modes.

U+ 2pU" U’
wyp = 72]{2 s Wy = 7Zk2 (1642)

The momentum integrals are trivial

4
/ = agk?, g = =g
q2<k2 d

(16.43)
1 1 1
€.8- X2 = ¥ =52 MM =350
We arrive at a very simple flow equation for the effective potential
1 N -1
U = aghk? 16.44
t Qg {1+w1+1+w2} ( )

Since wy and wsy involve p-derivatives of U, this is a differential equation for a single function U of
the two variables k£ and p. For a given n or n = 0, it is closed.

The solution of this flow equation produces almost all characteristic features of the O(N)-scalar
models in arbitrary dimension d. Some examples are provided below.

d=4
1. Spontaneous symmetry breaking and vacuum phase transition,
2. Renormalizable couplings (two),
3. Predictivity of all other couplings in terms of the renormalizable couplings,
4. Triviality for A — oo.
d=3
1. Critical behaviour at phase transition,
2. Critical exponents,

3. Wilson-Fisher fixed point
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d=2

1. Absence of spontaneous symmetry breaking for continuous symmetries (N > 2), Mermin-
Wagner theorem,

2. Kosterlitz-Thouless phase transition for N = 2 needs computation of 7,
3. Non-perturbative mass generation for non-linear o-models,

4. Essential scaling and jump in superfluid density in d = 2, N = 2 needs flow of Z(p) and Y (p).

16.5 Flowing couplings in four dimensions
Scale dependent minimum

If the effective average potential Uy (p) has a minimum at pg(k), the condition for the minimum is
for all k:

Uk (po(k)) = 0. (16.45)

The flow equation for U’(p) at fixed p is obtained by taking a p-derivative of the flow equation for

the potential,
k* 9 1 N-1
UL (p) = =
UiP) = 55 5, {1+w1 * 1+w2}

A (16.46)
_ M1 dwm, N-1 Ouw
- 322 (14+w)? 9p  (1+w2)? 9p |~
For simplicity, we take Z =1, (n = 0),
U’ +2pU0" U’
w1 = T, wWo = ﬁ
" " 1 (16'47)
Ouy _ U +2pU 0wy _U”
ap 2 ’ dp k2’
One infers
k2 U+ 200" (N -1)U"
oUL(p) = — — 16.48
Wile) =~ 55 { (14 wi)? (14 ws)? } (16.48)

For p = pg, one has U'(pg) = 0, we = 0, wy = 2poU"(pg). We define X := U"(pg), v := U"(po)
such that

0 Uy (po) =

k‘Q { 3 + 2p01/
(

~52m7 {T g3 * (N — 1)/\} . (16.49)

For a fixed location py, the derivation Uj(pg) does not remain zero. The location of the minimum
therefore depends on k, according to

0 0 1
0:Uk(po) + f’%Ué’(po)a—f =0, or % = —50:Uk(po)- (16.50)

The location of the minimum moves according to

9dpo k2 {3+2p01//)\

ot 322 | (1+2poN)?

+ (N — 1)} . (16.51)
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As k is lowered, pg becomes smaller. Depending on the initial value at £ = A, it may reach zero at
some k > 0 or not. For small )\, we will see that v o< A3. To lowest order in A, the flow equation
for py simplifies:

% = 3];272 (N +2). (16.52)
This has the simple solution
po(k) = 64; (N +2) + cq, (16.53)
with integration constant cy, or
A% — k2
po=pa——r5 (N+2),  with py = po(k = A). (16.54)

Different p, label different “flow trajectories”.

Phase transition

There is a critical value pa o for which po(k = 0) = 0, namely

2

A
= _ 16.55
PA,cr 647’(’2 (N + 2) ( )

For pA > pA cr, one has po(k = 0) > 0. This corresponds to the phase with spontancous symmetry
breaking (SSB). On the other hand, for px < pa cr, one finds po(k;) = 0 for k; > 0. For k < ki, the
minimum is located at p = 0. The flow of U is then better described by the flow of m2 := U’(0).
It increases with decreasing k. At k = 0, one finds m? > 0. Then the model is in the symmetric
phase (SYM).

Quadratic divergence

For a given macroscopic or “remormalized” po.r = po(k = 0), one finds for the microscopic or
“bare” pj,
= ’ N (16.56)
= + —— (N +2). .5
PA = PO,R 64 2( )

For A — oo, this diverges quadratically. The divergence arises from the relation between bare and
renormalized parameters which in turn arises due to the flow that is generated by fluctuations.
Running quartic coupling

For the flow of A\ = U}/(py), one needs

)
A\ = 0,U! (po) + U,'C”(po)% (16.57)

where 0;U}!(p) is obtained from 0,U},(p) by taking a further p-derivative. Thus,

~ 1672 (1+w)? (1+ ws)?
3 kQ 3U/l/ + QpU//// N (N B 1) U/// (1658)
3272 (1+w1)2 (1—|—w2)2

Subsequently, we neglect U"'(pg) and U""(po) because they are of higher order in small A (see
below). This results in

1 % )
= - . 1 .
A= 153 {(1 oo TV DA } (16.59)

— 52—



The leading order in a perturbative expansion in A yields the one-loop S-function,
= = 7>‘2 N (16.60)
= O + 8). 16.
B t 1672 ( )

This is a typical “renormalization group equation” for a dimensionless coupling, that can also be
found by perturbative renormalization. The S-function involves only A at a given scale k, not the
bare coupling Ay = A(k = A). It does not involve k explicitly.

Feynman diagrams
Bt Rk

U = @ (16.61)

A p-derivative inserts external legs attached to a vertex, e<—_ |

O Ry

U = ©< (16.62)

O Ry,

QU — >©< (16.63)

This is the perturbative Feynman diagram with the insertion of 0; Rj,. Renormalized vertices replace

and similarly,

the bare vertices. The 0 Ry, insertion removes divergencies from the momentum integral. The flow
equation has the important property that only the couplings at a given scale k appear, not the bare
couplings. (The computation of) a change of 'y only involves I'y!

Running coupling

The solution of the flow equation is easily found by

dA 1\ N+8
= (A)‘Wdlnk

1 1 N+8

— = =" A1
TN A lom? (nA =lnk)

1 1 N+8 A (16.64)
B T L P
TR Tom R
A
& Ak) = A

FyTYY

As k decreases, A(k) decreases.
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Triviality

For any fixed A and Ay > 0, one finds for k¥ — 0 that A(k — 0) = 0.

The interaction vanishes in this limit and one ends up with a free theory. This is called “triviality”.
One can use the flow equation in order to show triviality without the assumption of small .
External momenta

Consider the momentum-dependent four-parent vertex
P2 2

84Fk
Ax(P1, D2, D3, pa) = - 16.65
KPP o Ps) = 5 Yo () (pe) 3 (16.65)

P ps3

(We omit the internal indices, e.g. N = 1.) In lowest order, the flow equation is given by a one-loop
diagram.

0: Ry,
P2 q q D4

O\ = (16.66)

!

P q p3

It involves the renormalized vertices Ak (p1, pe2,q,q’) and Ag(q,q¢’, p3,ps). Momentum conservation
at the vertices implies

q+qd =pi+pa=p3+ps, (@) =(p1+p2—q> (16.67)

For (p1 +p2)? = p? and k? << p?, only momenta ¢ < k? or momenta (¢')? ~ u? contribute to the
flow. This replaces in one of the propagators 1/(k? +m?) by 1/(u? +m?), leading to a suppression
o k%/p2. The flow effectively stops for k2 < p?. One can associate

A1) = A2z (0), (16.68)

where the L.h.s. represents the non-vanishing momenta, ¥ = 0 and the r.h.s. the vanishing momenta,
k? = p?. Taking Ap(p) := A\g—o(it), one has

A

(N+8)Aa

Ar(p) = :
1+ 6.3 ln%

(16.69)

The flow equation describes now the dependence of the vertex on the scale of the external momenta.
It is equivalent to the perturbative renormalization group equation.

Landau pole and “incomplete theories”

For the standard model, the Fermi scale g contributes an effective infrared cutoff. The renormalized
coupling at k = (¢ is measured by the observation of the mass of the Higgs boson

mi; = 2X(0) . (16.70)

We can use the flow equation in order to compute X at shorter distance scales A(k > ¢g):

1 1 N +38 k
_ - _ n—
A(k)  Awo) 1672 2
A(o) (16.71)
= ANk) = - (NJE?XQ(%) T
™ Yo
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We observe that A(k) diverges at a Landau pole kr, i.e. A(k — k1) — co. One concludes that the
O(N)-model with non-zero renormalized coupling Ag(u) can not be continued to infinitely short
scales. It is an “incomplete theory”. One finds similarly that the standard model is an incomplete
theory. Some new physics is necessary at very short length scales in order to make the standard
model a well-defined QFT. The Landau pole appears far beyond the Planck scale for gravity. The
completion of the standard model could therefore be provided by quantum gravity, changing the
flow of couplings for k > M,,, where M, ~ 10'®GeV.

Predictivity
Let us compute the flow equation for v = U"'(pg). We neglect U"”"(p) and higher p-derivatives.

3 3U// 200" 3 U 3
Uy (p) = - BUE200 4 v -
16m2k2 (1+wy)t (1+wy)t
1 5U///(3U// + QpU//) U///U// (16'72)
_ + (N _ - -
1672 (14 wp)? (1+ws)?
With U” = X, U" o A3, the leading term in an expansion in small X is
3(N +26)\3
=~ 16.73
O 16m2k2 ( )
For the dimensionless ratio # = vk?, one has
. 3(N+26)A3
O 1672 & (16:74)
The function 5 has a zero for
3
5 — SV + 2607 (16.75)
327m2k2

Indicating the flow for decreasing k by arrows, one obtains

A Bo

Y

The solution of the flow equation attracts & to the partial-IR fixed point 0,. For a given k, say
k = ¢, this predicts
3(N + 26)\(k)3k>

(k) = e . (16.76)
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More precisely, one has

7 7\ 3(N+26) ©
% (»s) =2 (v) T om0

16.
_|a N +8 £_3(N+26) (16.77)
B 1672 A3 1672
——
can be neglected
The effects of the running of A can be neglected and one finds for z := /A3,
Vs
O = 2(x — x4), Ty 1= g (16.78)
The solution is a power law behaviour
k2
T =& = o (16.79)
This implies
L K2 Uy coA®
V-0 = co)\3ﬁ, or V=93 + ?\2 . (16.80)

For k% << A2, the initial value (a bare coupling) v(A) that is specified by cg plays no role. The
flow “looses the memory about its microphysics”. This happens to all couplings except for the two
renormalizable couplings Ar and po r. All other couplings can be produced in terms of Az and

po,R!
16.6 Flow of the effective potential for an N-component scalar theory in arbitrary
dimension

The scaling form of the flow equation eliminates the explicit dependence on the scale k and on Zj.
Let us introduce u; = Uy /k?, as well as renormalized dimensionless fields p := Z;k?~%p. Then

K= Zka*dpo,
op Op 0p  Zik?
S 1 R (16.81)
Zp k2 Zy
1
ﬁu" — YA pU// = w =u + 2ﬁu”.
k
N -1 1
o) = —d 16.82
e ad(1+u’+1+u’+2ﬁu”> " (16.82)

We want to calculate the k-dependence at a fixed p:

du

Dy = O + 5 0up15
= Oyt ' Zik* Y (d — 2+ n)p . (16.83)
—_—Aee— —
Ou/dp ipis
Thus
N -1 1
p = —dut (d=2+m)p : 16.84
8tu‘[) 'U,+( +n)pu +Oéd (1+u/+1+u/+2ﬁuu> (68)
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In the scaling form, there is no k£ and no Zj. The scaling solution can be computed as follows.

A simultaneous fixed point for &, u” (k),u”'(k), etc. A fixed point for infinitely many couplings, no
scale present, all dimensionful couplings scale with appropriate powers of k. An example for an
approximate scaling solution is

Uy = %)\*(ﬁ — K )? (16.86)

(i) fixed Ky:
00 = kdzi“*, d=3, po o k. (16.87)

(ii) fixed A.:
AN=Ul(po) = Z2k*4)\,, d=3, Axk. (16.88)

Solution for IR-divergence for A and d = 3!

The fixed point for A, in d = 3 is a Wilson-Fisher fixed point. There is no fixed point, nor any
scaling solution in d = 4 (triviality).
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17 Gauge theories

17.1 Gauge groups and generators

Gauge theories are models with a local symmetry.
For the example of complex fermions or scalars 1, one has

P(x) = U(z)y(x). (17.1)

An important example are the strong interactions which are described by the gauge group SU(3).
Here ¢(x) are quarks as u,d,s,c,b,t that are each in a color-triplet, e.g. ¢ is a complex three
component Grassmann variable,

= 1;(z), i,j=1,---,3: color index
U ="Uj(z), Yi(x) = Uij(z);(x).

The transformation matrices U(x) form the group SU(3) of special unitary transformation in three

(17.2)

complex dimensions,
U'U=1, detU-=1. (17.3)

The group structure is obvious, with the unit matrix being the l-element, U~ = Ut, U,U, = Us,
Ul = (U Uy)t = USUT, UlUs = UJUT UL U, = 1, det Us = det Uy det Uy = 1, Uy (UaUs) = (U1 Us)Us.

Similarly, the weak interactions involve an SU(2)-gauge symmetry, for which left-handed leptons
and quarks are doublets, i.e. two-component complex Grassmann fields

<Z>L (Z)L ete., (17.4)

_ 1+
2

In this case, U is a complex 2x2-matrix. For the standard model, one has an additional abelian

U(1)-symmetry under which left- and right-handed fermions transform with different charges.

We consider an SU (n)-symmetry with fermions in the fundamental n-component representation.

where

W . (17.5)

We can write
U(z) = exp (ia®(x)ty) (17.6)

where ¢, are the generators of the gauge group in the fundamental representation.
The generators are hermitian, traceless nxn matrices,

T

z

=t,, trt,=0. (17.7)
This implies UT = exp (—ia*(x)t,). For SU(2), one has z =1,--- ,3,

1
For SU(3), there are eight generators, z =1,--- 8,

1
t, = 7>\z, 17.9
! (17.9)
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and \, are the eight “Gell-Mann matrices”, to be given explicitly later. The normalization is

1
tr(t.ty) = idzy' (17.10)
It is sufficient to consider infinitesimal gauge transformations, a* infinitesimal,

U=1+ia®(z)t,,

] (17.11)
¥ =Y +ia®(@)ta) =Y + 6y,
Finite gauge transformations can then be obtained by consecutive infinitesimal transformations.

17.2 Gauge fields and covariant derivatives

Partial derivatives do not transform homogeneously under local gauge transformations
00, = 0,69 = 0t 0, + 100"t 1. (17.12)

Similarly to the local U(1)-symmetry of electromagnetism, one introduces gauge fields and defines
a covariant derivative. For the SU(2) gauge symmetry of the weak interaction, these are three
W-bosons, for quantum chromodynamics (QCD), there are eight gluons.

We denote the gauge fields by Aj. There is one field for each generator ¢, (eg. z=1,---,3 for
SU(2) or z=1,---,8 for SU(3)).

The covariant derivative is defined as

Dyt = (8, — igAZt. )y, (17.13)

with g the gauge coupling. We want a transformation of the gauge fields such that the covariant
derivative transforms homogeneously,

. z
S(Dyutp) = 5(D,) — ig8(AZ)t — igAZt.50 L iat.(Dyp). (17.14)
This requires the relation
10,07t —igdAjth + gAt.a¥t ) = ia”t, (—igAlt,Y) = ga® Alt.t,y. (17.15)

In order to proceed, we employ the property that the commutator of two generators is again a linear
combination of generators,

[y, t:] = ifyitw. (17.16)

The coefficients f, are the so-called “structure constants” of SU(n). For example, for SU(2), one
has

11 1 1. L1

[QTy, 27'2]— Z[Ty,Tz] = ZQZEyZTw = zsyziTw, (17.17)

w

and the structure constants are thus f;, = ¢e),.

There is a general proof that every traceless, hermitian matrix can be written as a linear com-
bination of the generators with real coefficients. One employs that —i[t,,¢,] is hermitian:

(_i[tyatz])T = i[tyvtz]T = i[tivtm = i[tzvty] = _i[tyatz]' (1718)
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The gauge transformation of the gauge fields can be expressed in terms of these structure constants,
1
0A; = gauo/ + fawApa®. (17.19)
Inserting this expression into the Lh.s. of equation (17.15), one finds

. (1
10,07t — ig <gauozz + fijZozw) t.)+ gAthaytyz/)

= —igfuwApath + gALt. oVt
= —gALa"tu, tu]th + gA Q" tutw
= gAa tyty

= ga” Ajtty ),

(17.20)

which is exactly the r.h.s. of eq. (17.15). This proves that requiring 0Aj, to transform as in eq.
(17.19) leads to the homogeneous transformation property of the covariant derivative,

§(D,b) = ia*t, (D). (17.21)

17.3 Gauge covariant action

With
8 = —iaFt,, (17.22)

it is now easy to construct a gauge invariant kinetic form for the fermions,

Sy = / Wy D ytp = / Wy 0,1p + gALYY L. (17.23)
It generates a vertex
AZ
! (17.24)
i V;
97" (t2)i;

similar to the vertex ey* for photons. An example is

(17.25)
The fermion species can be changed in the vertex due to (¢,)iy!
An example is the decay of a neutron,
n—pt+e +7, (17.26)
n : udd and p : uud, the charge of u is 2/3 and of d is —1/3.
(17.27)
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The four point function has a tree contribution

14 (&

w= (17.28)

d u
nd——»——d P
U —y,—1u

For small momenta, the W-propagator can be approximated by m;[,z@“,. This leads to the pointlike
four-fermion interaction

1
oc (gurydr) —5-(gervuve) (17.29)
%

With m¥, o< g?¢Z, the strength of the interaction is ¢g 2. This is a crucial difference between non-
abelian and abelian gauge theories. For an abelian gauge theory, the photon has no self-interaction
since it is neutral. As a consequence, Maxwell’s equations are linear.

In contrast, for non-abelian gauge theories such as Yang-Mills theories, there is a self-interaction
between gluons. The gluons carry color charge, not only the quarks. The field equations thus be-
come non-linear. The necessity for self-interaction is clear for the W*-bosons. They love to interact
with the photon.

We next need a gauge covariant kinetic form which generalizes the Maxwell action for the pho-
ton. It is given by

1 0" ¥4
Sp = 1 /Z FIYFZ,. (17.30)
Here we define the non-abelian field strength as
Fp, = 0,A;, —0,A7 + gfi,ALAY . (17.31)

The action Sp contains terms with three and with four gluon fields, as expressed in the vertices
(17.32)

Similarly one has interactions

(17.33)

We still need to prove the gauge-invariance of the action Sp. One could insert the definition of §A7,
and employ properties of products of structure functions. A more elegant way introduces matrix
valued gauge fields

Au(z) == gAj (o)t (17.34)
In this formulation, A, (x) is an nxn-matrix, just as t,. The covariant derivative reads

Dy = (8;4 - iAu)¢- (17.35)
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Likewise, we introduce a matrix-valued transformation parameter

In this language, the gauge transformation is
oY = ia, 0A, =0,a —i[A,, al.
This can be verified as follows,
0A, = gdAjt,
_y <;8#az 4 fijZoz“’> L
= 0u°t, —igtu, tw] A, 0"

= Jya — i[gAZtu, aty)

=0 —i[A,, ol
The field strength
Fu =gF;t.
is then given by
Fu, =0,A, —0,A, —i[A,, Al
It transforms as

0F,, =ila, F,,).

The last two relations follow directly upon insertion of the definitions. The action

1 v 1 z v
SF:L?tr (FH F#V):/ajitr (tzty) FIU‘DFy'u

is invariant,
1
0Sp = / —tr (F*6F,,)
z 9

1 "
- / tr (F™[a, o))

1
= 7 / tr (F* aF,, — FFF,a)
=0

17.4 Inverse propagator of gauge fields

(17.36)

(17.37)

(17.38)

(17.39)

(17.40)

(17.41)

(17.42)

(17.43)

For the computation of the inverse propagator of the gauge fields in vacuum (AZ = 0), the in-
teraction terms in Sp can be neglected. Fach gauge field has the same inverse propagator as the

photon,

v 82‘92 DUV
(55 (0.4) = 512 DoA™ 82y0(q — )P ().
Ht 174
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We need

1
se =4 [ Fa@F (-0 (17.45)
q
with
F? =1iq,A,(q) —iq, A
y J‘”@z 4 (3) 9.4 MV((J) (17.46)
FIY(=q) = (FI"(q))" = —ig" A"(—q) + i¢" A" (—q)
one has
1
Sk = */ {¢"A"(=q) — " A" (=) HauAv(9) — @ Au(a)}
= 5 1A 060 — g0 A ) (17.47)
= 5/1%(*(1) (@ = q"d") Aula).
q
Now we split A, (q) into transversal and longitudinal parts
Ab(g) = 24 S A(q),
(q) = 2 pla) = (PL),SAp(q) (17.48)
AJ () = Av(a) — A(q) = (Pr).f A, (0).
The projectors obey the relationships
P} =Py, P? = Pr, P+ Pr=1, PLPr=0= PrPy. (17.49)
Proof.
v 49" 9" quq”
(P[%)up = (PL)M (PL)VP = ;2 qg = ;2 = (PL)p,pv (1750)
Pr=1-P; =
PrP, =P, — P, =0, (Pr)?=(1—Pp)>=1-2P, + P} =1— Py, = Pr. (17.51)
]

Decoupling of longitudinal gauge fields

In quadratic order, the action depends only on the transversal gauge fields, not on the longitudinal
ones.

Sei = [ Aoln (P A = 5 [ AadaTr o (1752
This follows from
> (Pr),f = qzé(n“” —q"¢"). (17.53)
The second functional derivative reads
(5@ = ¢*n*(Pr)," (a)6(a — q) (17.54)
or
(S®),Y = (Pr), (@)3(q — ¢).- (17.55)

Every propagator has only eigenvalues A = 1 or A = 0. This follows from P? = P, \> = X\. The
propagator Pr has three eigenvalues 1 and one eigenvalue 0. The 0-eigenvalue corresponds to the
longitudinal gauge field.

As a consequence, S?) is not invertible. The propagator for the gauge field A, is not defined!
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Gauge degrees of freedom

This problem is a direct consequence of the local gauge symmetry. There is a direction in field
space on which a gauge invariant action does not depend. Those are the directions into which
gauge transformations change a given field. The gauge transformation of the field A4, = 0 is
precisely the longitudinal gauge field. With

z 1 z z { z
0AL = gaua . 0A4L(g) = e (9), (17.56)
one has
(Py),"0A%(q) = 642 (q), (17.57)
according to
(PL)p,yqy = Q/;g Qv = qpu- (1758)

Redundant description

Gauge theories are redundant descriptions. Tehy involve fields that do not appear in the action.
This generalizes for A,(x): There is always a particular direction in field space into which an
infinitesimal gauge transformation changes a given A, (x).

For non-abelian gauge theories, the construction is not linear and no “global gauge invariant field”
exists. The reason why one uses gauge theories rather than a formulation involving only physical
fields is locality. Projections are non-local, and any action formulated in terms of gauge invariant
dields would not be local. Local formulations are very usful for causality, unitarity, renormalizability,
derivative expansions, etc.

17.5 Functional integral for gauge theories
Problem with gauge modes

Let us try to proceed with the standard definition

Zo = / DA exp (-sm] + / A;(x)jg(az)> . (17.59)

The functional integral contains an integral over the gauge modes that are the extension of the
longitudinal gauge bosons to the whole space of A,,.

physical mode

~

™ gauge mode

7 [~ gauge orbit

AT

1
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The action does not depend on the gauge modes. As a consequence, the functional integral
diverges. This could be cured by dividing by a j-independent diverging constant. Furthermore,
perturbation theory cannot be used. Hence, S(?) is not invertible, we cannot proceed by a saddle
point expansion.

17.6 Gauge fixing
(i) Abelian gauge theory

Gauge fixing term

For an abelian theory, we can define a global physical field AZ and a global gauge degree
of freedom Af. Since the action does not depend on A%,
longitudinal photon from the integration by invoking a d-function:

we may simply “take out” the

Z) = / DA 5(Af(x))exp (—S[A] + / j“AM) ) (17.60)

This replaces also A, — AZ in the source term. Thus Z; only depends on the “transversal
sources” or “physical sources”

(1) =" (Pr),t (17.61)
This follows from
/j”A,:f = /j”(PT),j‘A# and P?=1. (17.62)
The physical sources are conserved,
au (i) =0, (17.63)

corresponding to all conserved currents in electromagnetism.
We can replace the é-function by a Gaussian,

§(A;) = lim exp (—21/(8“145)2)7 (17.64)

(e%

and define the “gauge fixing term” as an addition to the gauge invariant action S,

Zy = /DA exp (S Syt +/(jT)“A}j> (17.65)

with
S (OrAL)? 17.66
g9f — 20 . w/o ( . )
The difference to the d-function is only a source-independent constant. We take o — 0 at the
end. This is called “Landau gauge fixing”.

Propagator with gauge fixing
The gauge fixing term provides an inverse propagator for the longitudinal photon. From

1

ng:%

Ay (—9)q"a" Au(q), (17.67)
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we infer

1 1
(71 = a'd” = —a* (P é(a = ). (17.68)

The classical inverse propagator with gauge fixing is invertible
@) o g2y (1 p
S ot + | — =1 ¢*q”. (17.69)
o
Now perturbation theory can be defined.

Functional integral for the effective action

or
exp ( /Da exp ( S[A+a'] = Syrla’] + aAa’), (17.70)
_ 1\2
Sgf = %/z((?“au) , a—0.
We employ the gauge fixing here for the fluctuation a;.
Non-abelian gauge theories
Gauge condition
The physical modes (“transversal modes”) obey
D“[A]a; = 0. (17.71)

A gauge fixing which puts the gauge modes to zero for a given macroscopic field A7, and
(a');, = (A');, — A7, amounts for every z to

G* =0, (17.72)
with
G* = (D"[A])%,(a"); = 0"(a");, — gAY f,7, (a')}). (17.73)

Here D* is the covariant derivative in the adjoint representation. In general, the covariant
derivative involves generators, and those depend on the representation. In principle, one could
also use other gauge connections, i.e. other choices for G*.

“Insertion of one”
We use the general identity

/da (G detg—G 1, (17.74)
with
8G 0G*
involving the matrix
., 0G~?
N7 = S (17.76)
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It follows from
H/dGZ 5(GF) =1:= /dG 5(G) (17.77)

by a change of the integration variable G = G(a). The determinant corresponds to the
Jacobian of the variable transformation.
We insert this at every x into the functional integral

exp ( /Da exp( S[A+d]+ gzw> X
9G4, d'(a))

(17.78)
/Da 5(G(A,d (o)) de 7 ,

with
/Da = I;I/doz(x). (17.79)

We choose the dependence of G on « such that it arises only via the dependence of (a’);, on a.
We take a¥ to be the parameter of a gauge transformation, with (a') (a) the gauge transform
of (a’)7, obeying

(a')i(a+da) = (A');(a) +0(A')i(a) — A (17.80)

o

The macroscopic field A is kept fixed.

Faddeev-Popov determinant
The new element is the Faddeev-Popov determinant

M = det oG (17.81)
da’
with
G* = (D“(A))Zw(a’)}f. (17.82)
We compute
0G=  aG* 9(a)P a(a’);
= = DH A z # . 1 N
ooy 3(&’)5 ooy (DA%, Oay (17.83)
We employ the infinitesimal gauge transformation
(A/)u — (Al)u +§ (3“04 + 9 uy (A’)May)z (A/)u + E(DM[A/D oY (17.84)
in order to obtain, with A’ = A’(a),
~ 1
M = det ;(D“[A])Zw(DH [A’])“;/ : (17.85)

We observe that M does not depend on « but depends on A and A’ or ¢’. For an abelian
gauge theory, M is independent of the gauge fields. It produces only an overall factor that we
have omitted. Similarly, the factor % can be dropped.
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Variable transformation in functional integral
We exchange the order of integrations,

/DO//Da - /Da/Do/. (17.86)

As a next step, we make a variable transformation in the functional integral over the gauge
fields

A — A= Aa), qd — ¢ =d(a). (17.87)

We employ

/ Dd = / D&, S[A) = S[AL], (17.88)

which express the gauge invariance of the functional measure and the action. Also the source
term is invariant. We arrive at

or
exp ( Do /Da exp ( A+a]l+ d') X
/ SiA+d] 0A (17.89)
G(A,d (a))M[A,d'].
The integral factorizes. The factor f Da is independent of the fields and only yields a constant

factor, corresponding to the product of group volumes at every x. It can be omitted. Writing
the d-function again as a Gaussian, one gets the final result

exp ( /Da exp ( S[A+d'] — Syf[A, d] —|—/§£a’> MIA,d]. (17.90)
Here S,y is the gauge fixing term (for o — 0)
1 4 v
Sor = 55 | (P"[Alay)*(D"[Alaj,)-. (17.91)

If T is gauge invariant, the r.h.s. is gauge invariant.

Ghosts
For practical calculations with

M = det(N) = det(N?), (17.92)
one uses the identities for Grassmann variables,
/ de de exp (—eN5e!) = det AT, (17.93)

One adds to the functional integral an integral over “ghost fields” ¢ and ¢, and adds a “ghost
action”

Son = [ e(DHLA (DA + a)e (17.94)

This produces a ghost propagator and a ghost-gauge boson vertex.

(17.95)

Ghosts are Grassmann variables that belong to the adjoint representation of the gauge group.
They cannot be observed as particles.
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17.7 Lie groups

Below is an outline of the role of Lie groups in QFT. The reader interested in mathematical def-

initions of Lie groups, Lie algebras and representations is recommended to have a look at the

corresponding literature.

For example, for an overview of Lie groups in a physical context, have a look at the lecture notes of

Stefan Floerchinger’s course “Lectures on symmetries and particle physics” (https://www.thphys.uni-heidelberg.de/~fl
erchinger /teaching/SymmetriesAndParticlePhysicsFloerchinger.pdf) or at chapter two of the book

“A modern Introduction to QF'T” by Michele Maggiore. Introductions in the mathematical litera-

ture can for instance be found in chapter 14 of the book “An Introduction to Manifolds” by Loring

W. Tu or in chapter 7 of the book “Introduction to Smooth Manifolds” by John M. Lee.

A Lie group is a continuous group where the elements can be smoothly connected to the unit
element. They have the interesting property that they can be fully characterized by the transfor-
mations that are infinitesimally close to the unit element which form a Lie algebra.

Finite group transformations can be composed of many small ones with the exponential map

1T,
N

N—00

N
U= lim (]l + ) = exp [ia®T,] . (17.96)

To combine two transformations, one needs the Baker-Campbell-Hausdorff formula
e"e¥ = eZ @) (17.97)

with
1 1

2(w,y) = o+ + o0 + 3500 o ul] = S5l gl + (17.98)

This shows that it is enough to know how to calculate commutators between the Lie algebra
generators T,.

The commutator between generators for a given Lie group (such as SU(N) or SO(N)) is of the
form

[TvaZ] = ifyszwa (1799)

where the structure constants f,.” characterize the Lie algebra and therefore indirectly the Lie
group. The generators T, can be realized through different representations. Typically there are
matrices such that the commutation relation (17.99) is fulfilled.

An example is the fundamental representation

(T = (t2) (17.100)

For SU(N), the generators in the fundamental representation ¢, are hermitian and traceless N x N
matrices, e.g. Pauli matrices for SU(2) and Gell-Mann matrices for SU(3). When the generators
are hermitian (which is the case for compact Lie groups), the structure constants are real, i.e.
Iy €R

The generators also satisfy the so-called Jacobi identity

[Trv [TyaTZH + [Ty7 [TZvaH + [Tz, [TmaTy” =0, (17-101)
which can easily be seen by writing this out explicitly. For the structure constants, this implies

fwyvfyzu + fyuvfzwu + fzuv J;yu = 0 (17102)
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From the Jacobi identity, one can see that the structure constants can actually be used to construct
another representation, the so-called adjoint representation. Here one sets the matrices to

(T =if,.". (17.103)

u

Indeed, one has now
[T, TN = if,, T, (17.104)

The adjoint representation is for SU(3) given by 8 x 8 matrices.

The fundamental and the adjoint representation are the most important representations of a Lie
algebra and we will need them in the following. However, there are many more and they all induce
corresponding representations of the Lie group through the exponential map.

Different representations of covariant derivatives

We have seen that the generators of the Lie algebra exist in different representations and so do the
covariant derivatives that can be constructed out of them,

D, =0, —iA:T.. (17.105)

In fact, the appropriate generator for a covariant derivative depends on what object the derivative
is acting on. For a field in some representation R, we must use

D (R) :(au - z‘AfLTgR)) »®. (17.106)
For example, if the field is in the fundamental representation as for quarks, we ned to use TZ(F) =t,

and for neutral fields, one has the trivial representation, TZ(O) = 0, so that a covariant derivative
becomes an ordinary derivative.
Representation theory makes sure that the covariant derivative fulfills the Leibniz rule

D,(AB) = (D, A)B + A(D,B), (17.107)

even though A and B may be in different representations. This is in particular useful for partial
integration.

Commutator of covariant derivatives

Consider the covariant derivative in some representation of the Lie algebra
Dy, =0, —iALTY =0, —iA,. (17.108)
Let us calculate the commutator of the two covariant derivatives,

[D;MDV] = [ap, - /L.A#’ay — ZAZ,]

= —i(0p Ay = 0, Ay — i[Ay, A]) (17.109)
L ip,, = ik, T,
The commutator gives the fields strength in the same representation.

Three numbers are useful to characterize a given representation R. The first is its dimension
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D(py = N for the fundamental representation or D4y = N 2 _ 1 for the adjoint representation.
The second is the index T(ry which is defined through

tr {T153>T1§R>}= TR B (17.110)

For the standard normalization of generators in the fundamental representation, e.g. t, = 0,/2 for
SU(2) and t, = \./2 for SU(3), one has T{py = 1/2. For the adjoint representation, one can show
that T(A) = N.

The sum TZ(R)TZ(R) commutes with all generators and must be a number times the identity matrix.
The number is the quadratic Casimir C(gy. It is easy to show from eq. (17.110) that

Ciy = B p (17.111)

R = 57 Y- .
D(r)

In particular, for the fundamental representation of SU(N), one has C(py = N;]; L and for the

adjoint representation C'4) = T(4) = N.

Finite gauge transformations

Let us now discuss different gauge transformation behaviours in this context. For the fermion or
quark field, we have the infinitesimal transformation

o — (1 +ia”t.) P, (17.112)
or, as a finite transformation
Y — U, U = exp [ia”t,] . (17.113)
Quarks transform in the fundamental representation of the Lie group.

For the gauge bosons, we had the infinitesimal transformation
A2 — A2+ 0,07 — v f 2 AL

SR, (A)“Z . (17.114)

= A5 + 00 +ia” (T,7V) %, AL

We see that the gauge field transforms under the adjoint representation! This can also be written
nicely in terms of matrix valued gauge fields and the gauge parameter field

A, =A%, a = o’t,,
e . (17.115)
Ay — A+ Opa+ i, Ay
In particular, one can recognize the infinitesimal form of the finite transformation,
A, - UAUT +iU8,UT, (17.116)
such that the covariant derivative (in the fundamental representation) transforms as
D, = (9, —iA,) - UD,U". (17.117)
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Action of QCD with gauge fixing

Let us now recall the functional integral for QCD with gauge fixing a la Faddeev-Popov. Without
quarks, we had

Y\ /Da’DEDc exp (—S[A,a’,é, o + gd), (17.118)
where
S[A,d',¢,c) = Sym[A+d' ]|+ Syr[A, '] + SgnlA, d, ¢, . (17.119)

Here, we use the actual Yang-Mills action

1
Sy = / Lt (PP,
» 207 :

(17.120)
where F,, = 0,(A, +a,) = 0,(A, +a),) —i[A, +a),, Ay +a,],
together with the gauge fixing term,
1 z 14 4
Sur = [ 5 P Al (D" A1eL)* (17.121)
and the ghost action
Sgn = — / ¢ (D"[A])?, (DA + a’])“;cy. (17.122)

Note that we are now using a normalization of the fields such that the coupling strength appears
as a factor 1/(2¢?) in front of the field strength term in the action.

The covariant derivatives appearing in the gauge fixing term and the ghost action are in the adjoint
representation, e.g.

(DuA])?, = 650, + AL f,0 = 62,0, — iAY (T, (17.123)

w

Gauge invariance of action

Although we have fixed the gauge by the Faddeev-Popov method, there actually still is a gauge
symmetry remaining. Under this symmetry, the gauge field expectation value transforms as usual,

A, — UAUY +iU0,UT, (17.124)
while the fluctuating part of the gauge field transforms as
1
a, — Ua,U", (17.125)
and similarly, the ghost fields transform as

c=ct, — UcUT,

¢=c*t, - UeUT. (17.126)

These are in fact the transformation laws for matter fields in the adjoint representation of the
gauge group. Of course we can easily add more matter fields, e.g. fermions in the fundamental
representations for quarks.
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Exercise 17.1. Assuming that the functional integral measure is invariant, show that the
above transformation of background fields and fluctuating fields leaves the action I' invariant.

Effective action with quantum corrections

Let us now attempt to calculate the quantum effective action I'[A]. Because of the invariance under
gauge transformations on A
expected to be of the form

u, only gauge invariant terms can appear in it. The leading term is

1
r= / ?tr {E,F"™Y,  Fo,=0,A,—-0,A, —i[A,, A (17.127)

This is the form of the microscopic action but the coupling g may differ from the microscopic
coupling by renormalization group running.
We will now perform a one-loop calculation, based on

T[A] = S[A] + %STr [ [s@141]}. (17.128)

The operation STr corresponds to a trace over all indices of the fields, including momentum and
frequency. The S stands for “super” and should remind us that we used to add a minus sign for
fermionic degrees of freedom.

In order to calculate the quantum correction to 1/g?, we need to determine the propagator for the
fluctuating fields, a’w ¢ and c in the presence of a background field A,. Eventually, we will expand
the left hand side and the right hand side of eq. (17.128) to quadratic order in A, in order to
identify the coefficient of the term tr {F),, F*"}.

Yang-Mills term
Let us start with the Yang-Mills term in the action
1 v
Syar = /z st PP} (17.129)
The field strength for background plus fluctuation fields can be decompsed as
B = 0u(Ay + ) = 0,(Ay + ) — il Ay + s A, + )
=0 A, — 0 A, —i[A,, A+ 0ua,, — 0ya;, — i[Ay, a,)] —ila),, A)] —ila),,a,] (17.130)

J73i v w?

n / li - / /
= Fu + Dya, — Dyay, —ilay,, a,],

where D,, is the covariant derivative in the adjoint representation.

To calculate S| we specifically need the term quadratic in @’. One has
1 L v v L - LV
Sym=-+ /E Tg2tr {(Dua;, — D,,aL)(D’ (a")" — D¥(a’")*) — 2iF* [au,au]} (17.131)
Using tr(t.tw) = 0,4 /2, this can be rewritten as
1 v v T 0" v
Sym = ---+/I@ {(a},)? [=g"" (Da D) + (D" D") 0] (a)" + fo FliVagay} . (17.132)
Adding the gauge fixing term leads to

Syar+ Sgp =+ / # {(a;)z {g“”(DaDa)zﬁ (1 - 2) DD+
(17.133)
+(ID¥, DY +iF’“’)Zw} (a;)w}.
——

—iFwv
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The field strength is here in the adjoint representation as appropriate. In a similar, we can write
the quadratic part of the ghost action as follows.

Syn = ...+/52(fpapa)zwcw, (17.134)

This form of the quadratic action allows to directly read off the (inverse) propagators for A, = 0.
For the gluon, we have

glew_ (1 - 6) p’;,#

> (17.135)
p
and for the ghosts
1
ol (17.136)

In the following, it will be beneficial to work in Feynman gauge, i.e. £ = 1.
The A,-dependent terms can be treated as a perturbation. We will expand in them. We write the
inverse propagator for gluons as

[=g" (Do D%) sy + 20(F") 20]= pg,VQw + (FA)ew + (Fa)zw + (FF) 2w (17.137)
with
(Jap)* = Z'((Sgcgg — (5;(55) (17.138)

the generator of Lorentz transformations in the vector representation. Here, the first term simply is
the inverse propagator for free gluons, while the remaining terms correspond to vertices that couple
them to the external gauge field.

In a similar way, one can expand the ghost inverse propagator

[7DIU.DM]Z’[1) = (pO)zw + (-FA)zw + (‘FAA)ZU)

. (17.139)
= [=0,0"]020w + i[(0pA") 20w + 2(Ap) 2w 0"] + (ApA) 200

In order to obtain the contribution proportional to tr {F,, F'**} in the effective action, we expand
both sides in the field A, up to quartic order. Because S (2) contains terms up to quadratic order
in A,, we can write

1 1
5STr {m 5(2)}: SST{In(po + Fi + Fo +-+-)) (17.140)
where F is linear in A and F3 quadratic in A. Expanding this further gives
1 2) 1 1 -1 -1
QSTr {lnS } = §ST1" {Inpo} —|—§STr {ln (1 +py F1+pg ]-'2)}
1 1
= 5STr {lnpy} +§ST1~ {0y ' F1 +py L Fo}
1 _ _ _ _ _ _
= 38T {py " Fipg ' F1 + 200 Fipg ' Fa + py  Fapy  Fa} (17.141)
1 1, 1l -1 1, 1 -1
+ =STr {po Fipg Fipg Fi+3py Fipy Fipg Fo+ - }

8
1 _ _ _ -
B gSTr {po ' Fipg ' Fipg " Fipg P Fu A}
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The terms on the left hand side have a diagrammatic interpretation. The first term is independent
of the background field and contributes only to the constant part of the effective action. The
subsequent terms are loopp expressions with external background field insertions.

T
5 i i

Specifically, this series contains all terms with up to four external fields while higher orders have
been suppressed.

The effective action I'[A] contains not only the term proportional to tr {F,, F*"} but also other
structures. In order to project to the coefficient of this term, we could either compose the terms
o A2, the terms o A® or the terms < A*. We will follow the last strategy (o< A*) first and then
discuss the first strategy (o< A?).

Note that
1 LV u v w v
/2 str {F, F* = /—A AVAVEATY fLY fLY. (17.143)

Since the right hand side contains no derivatives, we can evaluate it in momentum space at vanishing
momentum, or, in other words, for homogeneous fields. In fact, we can rewrite the above as

1

12 / Al (p1) AL (p2) A" (p3) A™ (pa) (27) 6™ (D1 + P2 + 3 + Pa) fud fund- (17.144)
P1...pP4

To project to this structure, we will evaluate I'®) at vanishing momenta, p; = pa = ps = ps = 0.
For vanishing momenta, we can read off the coupling of the external fields from the expansion of
the inverse propagator in momentum space, e.g. for the gluons

B
Tp (17.145)
«
_ QAZpuTZ(A)gaﬁ
We find from this (we denote the gluon lines by weeee-, ghost lines by - - - - - and external background

field insterions by ~~~~n)

A
ot

_ _7A21 AZ4 /tr P alﬁlT(A) 9510‘2 o QpHa a4B4T(A) 9640‘1 (17'146)
g » p? p?
z z A A
8A“11 ~~A#‘Z/ptr{2p“1T( >p 2p”4TZ(4)p2}
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The second loop is from ghosts and has an additional minus sign for Grassmann fields and a factor 2
for complex fields. However, it is a scalar. The generators TZ(A) are all in the adjoint representation.
The trace over Lorentz indices in the first diagram gives a factor 4.

Combining the diagrams gives

4—2
_( )Azll...Aﬁitr{TZ(f\)...Tz(f)}/

2pH1 Ha
{ r_ .2 } (17.147)
8 p

p? p?

The momentum integral is of the structure

4
/dp pulpuzpuspu4f(p2)

)4
(1 ) " (17.148)
—  [gM1H2 M3 M4 H1p3 2 fa B4 2 13 p 4 2
o 911G gt gl 1 gfitg ]/(%)4;0]”(1})
which leads to
1 1
fétr {24, A¥A AY + A A AP AV} / Z?. (17.149)
p
For the remaining diagrams, we also need the vertex
v, w
(17.150)
Iy 2
QMV[AAA/\] + (Faﬂ)zw(Jaﬁ)NV
and similar for the ghost loop but without the last term oc J. We then find
1 o
2 2 I
T (17.151)

1 N 2pH 2p¥ 1

there is no contribution from the term o< J because it is anti-symmetric in the Lorentz indices.

Using
d*p v 1., d*p
/(2ﬂ)4p"p f(pQ):Zg" /(%)4192}“(19) (17.152)
leads to
1
tr {A, AP A, AV} / = (17.153)
p

Finally, we have

4 4
- (17.154)

1
-1y {A AFA AV} (4-2) - / % L {F* FP7} (1) (Jpo) pa / —-
4 ppt 4 pP
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We can calculate explicitly

(Juu)aﬁ(‘]pa)ﬂa = Q(Q;Lpgl/o - guong)- (17~155)

This allows to combine the terms to

1 y 1 N 1
—§tr {A,A*A, A"} /1? —tr {F*F,.} /Z? (17.156)
P P
Combining now all three types of diagrams leads to
1 1 1
<6tr {A, ArA, AV} —gtr {A A AP AV} —tr {FWF“”}> / —- (17.157)
p
P
Recall that for constant A, one has
ELV = *i[A/uAu] (17158)
such that
tr {F, F"}= —2tr {A, A, A" AV} +2tr {A,AFA AV} . (17.159)

We can therefore combine everything to (recall that all fields are here in the adjoint representation)

p

11 u v pr A A 1
— g e (1T} [ (17.160)
11 1
= ——T FZUFZ /'“j/i.
12 (A) H pp4

For SU(N), one has T(4y = N. We thus find for the effective action

1 11N 1
r= — ——— | = | F? F*F". .
/m <492 2 ), p4> v (17.161)
Finally, we note that

1 1 < dp 1 Adp 2 <A)
— = —2#/ = - 72/ = = In (= 17.162
/,,p4 M= Jo p T @m2T ), p o (m? T \p ( )

We have introduced a UV cutoff A and and IR cutoff p.

Running coupling constant
In summary, we find the effective coupling constant g with quantum corrections (one loop) to obey

1 1 11N 1 A
—_—=—= - — 21 — 17.1
27 3 anp ‘“(u) (17.163)

where g is the bare coupling constant.

In particular, this depdends on the infrared regulator scale p. In fact, if we would have done the
calculation at non-vanishing external momenta, a corresponding scale would have appeared instead
of u naturally.

We find for the renormalization group action

o ¢ (1
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This is in fact the renormalization group equation for the coupling constant of SU(N) gauge theory
without fermions at one loop. More generally, for a group with quadratic Casimir C(4) = T{4)
and ny Dirac fermions in a representation with index T(pr) as well as ns complex scalars in a
representation with index Tcg), we find

3
Blg) = ——— n

4 1
(47)2 | 3 Cay = sniTior) — znsTcs) | - (17.165)

3 3

Specifically for QCD, one has C'4y = N = 3, and at high energies where all quarks can be counted
massless, ny = 6, T(pry = 1/2. The beta function is then

g

Blg) = — (4 )? [11—4]. (17.166)

Asymptotic freedom

The interesting property of non-abelian gauge theories is that for small enough n, the beta function
is negative, 8(g) < 0. This implies that the coupling becomes weaker and weaker when one goes to
higher and higher energies (the UV scale).

A )

Y

The coupling constant flows into a fixed point at ¢ = 0. This property is called asymptotic
freedom. At asymptotically large momenta, the theory becomes free.
Alternative calculation through self-energy

While we have calculated the contribution to Fj, F'* ¥ through the term o A% one could as well
have considered the quadratic term oc A? including the appropriate derivative structure. In fact,
as a result of gauge invariance, the coefficient must be the same. It is actually quite instructive to
do this calculation as well. We have the following contributions

, \
\
AANAAAA] AAAAAA
h
\

(17.167)

'
v '
\ /
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The vertex %ﬁ: describes the coupling through the magnetic moment term « J. Fermions

(quarks) are taken into account. There are also corresponding diagrams.

ww@wm WQWW (17.168)

Here we calculate the contributions from gluons and ghosts. The first diagram gives

1 2 go' gﬁ/\
—= [ A (—Kk)AY(k /tr{ L (2p + k)P go T, —2— (2p + k)” ’\”Tw}. 17.169
i ARALW) [ en e ke T S er kg (17.169)

The —1/4 arises from the expansion of the logarithm and $STr(---). The ghost contribution is
similar but with an additional sign due to fermionic fields, and a factor 2 because they are complex.

;/kA;(k)Ay(k)/ptr {;(2p+k)HTZW(zp+k)VTw}. (17.170)

We can now use the definition of the index
tr {TZTw}: 6sz(A) (17.171)

and g,,gg‘”“gmgkp = 05 = d and combine the terms

—(d—2) T(A)/A k) A () )/p {p12(2p+k)“wlk)2(2p+k)”}. (17.172)

In a similar way, also the second diagram can be evaluated and combined with the corresponding

(d 2 T(A)/A k) A2 (k )/p {*‘Z;V}. (17.173)

Finally, for the diagram o< .J2, one obtains

ghost loop. This yields

—iT(A)/kAZ(—k)A}j’(k;)L {9;“3( 2ik, J"*) vm(zikaﬂf’)m} (17.174)

With the explicit expression for the generator of Lorentz boosts (J,g) in the spin 1 representation,
one finds

tr {JPPJYTY = (J)(J77)P,
=(9""9" —g"7g") - 2.

For other representations, the prefactor would be different to 2, e.g. 1 for spin 1/2 and 0 for spin
0. This allows to simplify this term to

(17.175)

1 1
—2T, A2 (—k)AZ(k — s (K% g — kK" b 17.176
o [Aeaw [ omte - (17.176)
At this point, we can combine the different contributions which leads to
1 d—2
/Az AZ( / 5 2{— ( )(2p+k)“(2p+k)”+
p?(p+k) 4
(17.177)
(d—2)

+

5+ k)2ghv — 2k2 g + 2k”k”)}
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To calculate this further, we introduce Feynman parameters

1 ! 1
— = e — -1 17.178
AB /o don do [1 A+ 0123]26(@1 T ) ( )

and write the integral over p as

/01 day daz 5(ay + az — 1)/p — +1(a2 S { . } (17.179)

We can now shift the integral p + ask — p and perform the integral over a;. The integral over p is
then symmetric around p = 0 so that odd terms can be dropped. We are left with

T [ Az0a309 [ do | wramep{a-o (g -rv)+
+ [2 _u ; 2 (1-— 204)2} kr kY — [2 _u ; 2 (1- a)Q} kQQI‘”}.

(17.180)

The puzzling feature of this result is that there is a k-independent piece that is acutally quadratically
divergent. Indeed, we can replace p*p” — é g"p? in the first line and find for d = 4 a contribution
ox gt fp p%. This has the form of a mass term! So, naively, from this analysis, one might conclude
that gluons shoudl develop a mass. However, one must be careful with this conclusion. First,
a gluon mass term would actually destroy gauge invariance. Second, the argument above would
actually not give a definite value but predict it to be infinite. Before one can say anything in such a
situation, one must regularize the theory so that the quantum corrections become regular or finite.
In the present situation, it is also important that the regularization conserves the gauge invariance
of the theory. It turns out that if one uses a gauge invariant regularization instead of a simple sharp
momentum cutoff, the quadratic term goes away and no gluon mass is generated.

Dimensional regularization

One regularization scheme that is often used for perturbative calculations and that has the ad-
vantage to preserve gauge invariance is dimensional regularization. The idea is to evaluate loop
integrals not in d = 4 dimensions but to promote d to an arbitrary complex number and to take
the limit d — 4 only in the end.

Let us first derive an expression for the surface of the unit sphere €4 in d dimensions,

o0 d oo
(V)4 :(/ dx e””2> = /de/ dr ri=te= = Qd%I‘ <;i>, (17.181)
o 0

so that the surface element is

27.(.d/2
Qyg=——. 17.182
= T (a3 ( )

Here I'(z) is the Gamma function which is an analytic continuation of the factorial function. For
integer arguments, it evaluates to

r(l)=1, T(@2)=1, TI@B)=2  Tn+1)=n  (forn>0). (17.183)

For half integer arguments, one has

1\ (2n)!
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At x = 0 and negative integers, there are simple poles

n

T(~u+x) = (_nl,)" %—73—1—2%4—0(3:) (17.185)
’ k=1

and in particular
1
I(z) == —~vg +o(x). (17.186)
x

Here g is the Euler-Mascheroni constant, yg ~ 0.577.
Special cases of the surface element are

0 =2, Oy =27, Q3 = 4m, Q=272 (17.187)

Furthermore, the following relation is very useful:

e} 1 — ot
[ EeRIC LI ) 7158
0

Combining terms, this allows to write rather generally

/ddk (k%) 1 1 T+l (b-a=3) (17.189)

d
_ 2
(2m)d (k2 + A)> (4m)?/2 Ab-a—d/2 INOINE)
This formula is useful for many loop calculations. Because the Gamma function is analytic except

for the simple poles on the non-positive integers, the integral above is actually regular for general
complex d. As an example, consider a = 0, b = 2. Then

dik 1 1 1 T (2-9)
/ 2m)d (2 + A2~ (4m)¥/2 A2=d/2 " T(2) (17.190)

The Gamma function has a pole at d = 4 corresponding to the logarithmic UV divergence of the
integral. Moreover, there is a second divergence for A — 0 when 2 — d/2 > 0. This is an infrared
divergence.

Using d = 4 — € and T'(2) = 1, one obtains

: <2 - j) : (%)z % — e to(e), (17.191)
as well as
1 1 1 s bl 1 € ¢
(47)2 A2-d/2 = (47)2 <A) = (@n)? {1 + §ln(47r) - 51n(A)} (17.192)
leads to
d'k 1 1 [2
/ 2m)d (k2 + A2~ (4m)2 L —In(A) +In(47) — 75 + a(e)] : (17.193)

Now, one may subtract the diverging terms by introducing counter terms to cancel the poles o< 1/e
etc. in a concrete perturbative Feynman diagram calculation. Moreover, the term In(A) is like an
infrared regulator we had introduced previously,

d A
J o = G, & = e 40 -] (17.154)
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This allows to directly read off the renormalization group equations from the integrals regularized
through dimensional regularisation.

Note now that an additional factor k2 in the numerator of the otherwise logarithmically diver-
gent integral leads within dimensional regularization effectively to the replacements

2 rE+1)re2-4-1) 1
/;c(l~c2+A)2%A r(Hre-49 /k(k2+A)2

d
d 1
_ A2 / 17.195

1—-2 J, (k24 A)2 ( :

1 1
2 1), (K24 A)2

where we used 2I'(z) =T(z + 1).
With this we can go back to our calculation of the gluon energy quantum corrections. One finds
that one can replace in eq. (17.180)

1 11
(d—2) (21)29”” p“p”> — (d—2) <2 - d) p°g"”

1 1

S (a—a?)k2(d—2) (2 _ d) !

2
2

(17.196)

= (o —a®)k*(d - 2)%.

This way we get rid of the “superficially” quadratic divergence term. In a subsequent step, one can
keep only the leading k-dependent terms and perform the integral over the Feynman parameter.
The final result is a contribution to the effective action that has precisely the same form as we
have calculated from the quartic terms. We emphasize again that a gauge invariant regularization
scheme was crucial to make this work.
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18 Wilson lines, lattice gauge theory and confinement
This section follows rather closely section 82 of [Mark Srednicki, Quantum field theory (2007)].

Wilson links

Let us consider pure Yang-Mills theory with the Euclidean action

1
_ 4 v
S = /d z 5t {F*"F,,} (18.1)
where
F,, =0,A, —0,A, —ilA,, A (18.2)

and the gauge fields A, = Ajt. are matrices in the adjoint representation of the gauge group
SU(N).

Let us take two spacetime points z* and x* + e where £ is infinitesimal. We define the Wilson
link as

Wz +¢e,z) = exp [ice" A, ()]

=1 +ie"A,(x) + O(?) (18.3)

Because A, is an N x N-matrix, this is also the case for W(x + ¢, z). We now determine how the
Wilson link transforms under gauge transformations. First note that infinitesimal gauge transfor-
mations (including fermions in the fundamendal representation),

P(x) =1 +ia(z)] (z),

. (18.4)
Ap(e) = Ap(x) + Opale) — i [Au(x), a(z)],
can be extended to the finite transformations
¥(a) = Ula)o(o) e
4,(2) = U@) A, @)U (@) +iU(@)0,0" (@), |
where U(z) =[ia(z)]. The Wilson link (to order ¢) transforms as
W(z+e,2) = 1+ie"U(x)Au(2)UT (z) — e"U(2)9,UT (2). (18.6)
Because UT(z)U(x) = 1 and accordingly
Ua Ut + (0,U)UT =0, (18.7)
one can write this as
W(z +e,2) =[(1+€"9,)U(2)] Ul(x) +ie"U(z) Au(2)UT (). (18.8)

Up to terms of order O(g?), we can replace (1 +e#9,)U(z) by U(z +¢) and e*U(z) by e*U(x +¢).
We then find the transformation
W(z+ex) = U +e) [l+ic" A, ()] Ul(x)

=U(x+e)W(z +e,2)U'(2). (18.9)
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Wilson line

We can now consider a Wilson line as a chain of infinitesimal Wilson links. It goes along some path
&, connecting two spacetime points x and y = x +¢€1 + -+ + €q,

Wely, ) =W(y,y —en)W({y —€ny —€n —€n—1) - W(r +e1+e2,2+e)W(x +e1,2). (18.10)
The transformation behaviour under gauge transformations is rather simple,
We(y, ) — U(y)We(y, 2)U" (z). (18.11)
For a Wilson link, one can write
Wiz +e,2)=W(x,x+¢). (18.12)
For a finite Wilson line, this extends to
Wiy, ) = We(z,y), (18.13)
where £ denotes the reverse of the path &.

Wegner-Wilson loop

Consider now a closed path or oriented curve & = C. The Wegner-Wilson loop is the trace of the
Wilson line along the closed curve,

We = Tr {We(x,2)} . (18.14)

The trace goes over the SU(N) matrix indices and the Wilson loop is accordingly not a matrix but
a scalar.
From the transformation law of the Wilson lines, it follows that this is in fact gauge invariant,

We — We. (18.15)
Furthermore, the complex conjugate is
We =We. (18.16)

Wegner - Wilson loop for QED

Let us consider the expectation value of the Wegner-Wilson loop of abelian gauge theory (QED) in
the Euclidean theory at vanishing temperature 7'= 0. One can write

(We) = /’DA exp [i/cdx“ Au] e, (18.17)
where
S = /d% {ZL;FWF“”}, F=0,A, —9,A,. (18.18)
The line integral in the exponential resembles the current term

exp U d*x {J”(I)A#(SC)}:| (18.19)
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that we introduced to define the partition function. In fact, one can set
Jh(@) = i / i 5 (z — &) (18.20)
C

to make the expressions agree.
For the free abelian gauge field, the partition function is known and one has (in Euclidean space)

o [ [ @A) =e |5 [ JRECCIWEE W) (15.21)

Accordingly, one finds for the Wegner-Wilson loop

(We = exp {—922 /C dat /C dy"AW(m—y)] (18.22)

with the Euclidean photon propagator

d*k eik(m—y)
Az —y) =0 O

oo 1,3 iy
P . / k= dk dk/ df sin® g eHlevleosd
et B Lo

wJ1(k(z—y))/(klz—yl) (1823)

1 oo
zéuym/ov du Jl(u)
— Opuv
An(z - y)?
We can now evaluate the double line integral for the Wegner-Wilson line. One can split this into an

integral over relative distances on the loop and the average portion. Because the photon propagator
depends only on the former, the result will be of the form

(We) = exp {—gjap] (18.24)

with P = fc dx, the perimeter of the curve C.

In fact, the integral has a short distance (UV) divergence, which is cut off at the distance a. The
constant ¢ depends on details of the curve shape and on how precisely the cutoff is imposed. That
the Wegner-Wilson loop scales exponentially with P is called “Perimeter law”. It is typical for
weakly-interacting, non-confined theories.

Interaction potential from Wegner-Wilson loop

One may obtain the interaction potential between two very heavy or static particles from the
Wegner-Wilson loop. To this end, consider a rectangular closed path with length 7" in time and R
in space direction such that ¢ << R << T. When (W¢) is computed, we are actually solving the
functional integral in the presence of static, opposite charges with separation R. The Euclidean
path integral will then be proportional to exp [—E(R)T], where E(R) is the interaction energy of
the two heavy particles.

Doing the calculation (exercise), one finds with a = g2/ (4m),

(We) = exp [— (const - %) T} . (18.25)

The constant part is in fact divergend and corresponds to the self energy of a classical charged
particle. From the R-dependece, one can read off the constant potential V(R) = —a/R.

In a weak coupling expansion of a non-abelian gauge theory like QCD, one also finds the Coulomb
potential. However this cannot be the full story. We now describe a strong coupling expansion for
the Wegner-Wilson line.
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Lattice regularization

Imagine that we formulate the gauge theory on a discrete spacetime lattice with lattice spacing a.
We now consider a Wilson loop of the form

<

A
.:E €9

>

€1

—_—— >

going around a point x. We define this loop to be the plaquette. Multiplying the Wilson links
gives

Wplaq =Tr {e—iaAz (I—%) e—iaAl (w-l—%) eiaAg (w-&-%)eiaAl (w—%) } )

(18.26)
b — T —
Assume now that the gauge fields are smooth and expand in a,
Wilaq = Tr{e—iaAg(a:)+ia261A2(;c)/2+... e—iaAl(a:)—iazagAl(x)/Q-i-.“
(18.27)

. eiaAg(w)+ia281A2 (z)/2+... eiaAl(:v)—ia282A1 (z)/24+... }

With help of edeP = eA+B+IABl/2+- gne can combine the exponentials in the first line and in the
second line and then both lines together. The result is

Wplaq = Tr {eia2(81A2—82A1—i[A1,Az]) }: Tr {eia2F12} ) (1828)
The Wilson loop of the same plaquette in the opposite sense gives

Wi — fI‘I. {e—ia2(81A2—82A1—z’[Al,AQ])} . (18.29)

plaq

Adding them and expanding the exponentials gives

Whlaq + Wopm = 2N — o' Tr {Fp F'?} +- - (18.30)

plaq

Interestingly, this is precisely of the form we need for the action. We can take the lattice action of
Yang-Mills theory to be

1
S= T2 > Woiag, (18.31)

plaq

where the sum goes over the plaquettes around each lattice point including both orientations.
Each plaquette is expressed as the product of four link matrices U. The functional integral can be
written as an integral over these link matrices,

Z= /DU e 9, (18.32)
where
DU = [ Ui (18.33)
links
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and dU is the so-called Haar measure for a special unitary matrix. It has the properties (for N > 3)

/dU Uy =0,

/dU U;jUr = 0, (18.34)
. 1
dU UijUkl = Nélk(sjl
Let us now consider a Wilson loop composed of a sequence of link variables,
1
(We) = — /DU Wee . (18.35)

We will evaluate this in the strong coupling expansion in powers of 1/g2. To lowest order e™% — 1
and the result vanishes because f dU U;; = 0 for each link. Clearly, each link U in W must be
balanced by a conjugate link U* from the expansion of e .

In fact, to get a non-zero result, we must fill the interior of the Wilson loop by opposite plaquettes
from the action using a division like the following.

—~ <
y A
___________________ < >
y \ J— v Ay A
------------------------------------------- > -
( \ ] Ay

Each plaquette comes with a factor 1/¢% and the number of plaquettes needed is the area A/a?.
Accordingly,

1 A/a?
<WC> = (2) o e_UA’ (1836)
g
where
2
o= ) (18.37)
a

is the string tension. This area law is a signal for confinement. The consideration of a static
quark-antiquark pair now leads to

(We) ox e 98T (18.38)
and thus
V(R) = oR. (18.39)

The energy becomes infinitely large when one tries to separate the quark and anti-quark. In reality,
the string breaks when the energy is large enough to produce another quark-antiquark pair.
Implementing lattice QCD numerically, one can go beyond the strong and weak coupling expansion.
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19 Characterization of particle excitations

We discuss here how particle-type excitations in a quantum field theory, either fundamental or com-
posite, can be characterized in terms of correlation functions and in terms of their transformation
behaviour under space-time symmetries.

19.1 Kaillén-Lehmann spectral representation

We start from the spectral representation for the complex argument Greens function in vacuum

1

G = du® N 19.1
ab(P) /O 1 pab(p )p2 oy (19.1)
with spectral density pa,(12). By evaluating this on different contours close to the real frequency

axis, one can obtain various Greens functions,

A(}l%b(p) = Gab(w + igvﬁ)a
AaAb(p) = Gab(w - iE,ﬁ), (192)
Afb(p) = Gab(w +ie Sign(w)vmv

where

Aly(@ —y) =i(T {¢a(@)dp(y)}) = [ Al (p)e™") (19.3)

T

is the Feynman propagator and

Al (o= 9) = 8 — ) [0u(o) n(o)]) = [ Al (19.4)
is the retarded propagator and
Az —y) = —ib(y° — 2°)([¢a(), d(y)]) = / AL (p)e?ey) (19.5)

is the adcanced propagator. One can also write
1 etP(z—y)

Ab(m*y)://wdlﬁpb(ﬁ) ! +
pJo PO Eie+ /P2~ Eie) + PP+ u?| 2+ P

where the combinations with +ie, +ie gives the retarded, the one with —ie, —ie the advanced and
—ie, +ie gives the Feynman propagator.

The Feynman propagator is used in most perturbative calculations while the retarded propagator
corresponds to a Greens function with causal boundary conditions, that is non-zero only when
20 > 90,

Interestingly, the spectral representation holds independently of whether ¢,, ¢, are fundamental or
composite fields. It also holds for fermionic (Grassmann) fields, although there the definition of A%
and A4 is based on anti-commutators instead of commutators.

The spectral function pg,(p?) is typically real and positive, although negative values sometimes
occur, e.g. for the gluon propagator in the region governed by confinement.

The spectral function pap(?) has typically singular contributions in the form of Dirac distributions
p(1?) o< 8(pu% — m?), as well as a continuum. We will now show that the former describes particle-
type excitations.
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19.2 Retarded propagator

Let us consider the retarded propagator describing the causal reaction at x to a small perturbation
at vy,
1

o 1
= dii® pav(p?) +
/p/O PO +ic+ /P2 +p2 —p° —ie+ /P2 + p2

We will investigate this for large time separation % — y°. It is useful to perform the integral over
frequencies p°. The integration contour can be closed below and evaluated with the residue theorem.

K

er(z—y)

2%+ p?

A

Y

.
_

f\/ﬁ2+m27ia

o

1 VG

Abtr =)= [ [ o) | e P
p

4 eV~ +ip(E—)

There are two contributions, one with the negative frequency —+/p? + u2, one with the positive

frequency /p? + u2.

There is also an integral over the parameter u? with weight given by the spectral density pas(u?).
One may substitute variables and integrate over E = +/p2? + 2 instead of pu?. Using dE =
du?/(2E), one finds

ab T — // dE pay(E* — ‘Q) _ Z’eiE(w“—y”)Hﬁ(f—ﬂ)

+ jetBE =) +ip(E-9) | |

Let us now work out the consequences of a continuum contribution in p.,(E? — p?) (as opposed
to a sharp d-distribution contribution). For fixed p, we assume that pa,(E? — p?) is approximately
constant in an interval (F — AE/2, E+ AFE/2). This allows to integrate and one finds for example

—iE(x 0y ETAE/ i -
/E+AE/2 dE e—iE(wo—yo) — ﬂ = e_iE(wo_yo) sin (TE($O _ yO)) . (19'6)
E—AE/2 —i(z0 —y?) 2(2% —4°)

E-AE/2
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The important point here is that this decays for 2% — 4% — co. This is in fact a general statement,
the contributions from a continuum in the spectral function decay for large time separation z° —3°.
The only way to get a non-vanishing contribution is from a contribution

pab(MQ) X Cab(s(ﬂ2 - m2)- (19.7)
In that case, we obtain the retarded Greens function

1 ST VR
AR (z—y)= Cabli { _ etV Am2 (2 —y°) +ip(F )
P

P% + m?
4 e VPR Am2 (20 —y ) +ip(T-9) | |
which looks indeed very much like the result for freely propagating particles.

19.3 Particles and plane waves

We have seen that stable particles essentially correspond to plane wave contributions to the two-
point function or retarded propagator

o e~ 1 Bpt+ipT _ jipuat (19.8)
where F, = \/]m . These are in fact eigenstates of the energy-momentum operator
Dy = —i0, (19.9)
with eigenvalue p,. Note that the latter is the generator for translations, e.g.
d(x +a) = e O fz) = " Pu f(x). (19.10)

19.4 Particles as representations of the Poincaré group

We have seen that stable particles correspond to Dirac distribution like contributions to the spectral
function or poles in the (retarded) two-point correlation function. These in turn can be understood
as being given by plane waves which are eigenstates with respect to translations. In fact, one
can understand particle-type excitations as representations of the Poincaré group consisting of
Lorentz transformations and translations. The Poincaré group is a Lie group and we now discuss
its properties briefly.

19.5 Lorentz and Pioncaré group

We use here conventions where the metric in four dimensional Minkowski space is given by
N =" = diag(—1,1,1,1) .
Infinitesimal Lorentz transformations and rotations in Minkowski space are of the form
AF, =0, + owH, (19.11)

with A*, € R such that the metric 7, is invariant.
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Exercise: Show that this implies
0wy, = —d0wy,, -

The spatial-spatial components describe rotations the three dimensional subspace and the
spatial-temporal components Lorentz boost in Minkowski space or rotations around a particular
three-dimensional direction in Euclidian space. Representations of the Lorentz group with

UNA)=UN)U(AN)
can be written in infinitesimal form as
i
UA) =14+ §5WWMW ,
where M* = —M"# are the generators of the Lorentz algebra
(MM MP] = i (g MY® — '® MYP — 5P MM + 5% MPP) | (19.12)
The fundamental representation (19.11) has the generators
(Mp")%5 = —i(n"“0) — n"*35) -
It acts on the space of four-dimensional vectors z® and the infinitesimal transformation in (19.11)
induces the infinitesimal change

oxr® = %&u/w(ng)aﬁ z° .

One can decompose the generators into the spatial-spatial part

1 .
Ji = §5ijijk, (19.13)

and a spatial-temporal part,
K; = M. (19.14)

Equation (19.12) implies the commutation relations

[Ji, J3] = i €ijid,

[Ji, K] =i €ijx Kk,

[Ki,Kj] = —3 61‘ij]€.
In the fundamental representation one has

(JFY = —ieijn

where j, k are spatial indices. All other components vanish, (Jf)% = (JF)°; = (JF)?, = 0. Note

that JI is hermitian, (JI)T = JF. The generator K; has the fundamental representation
(K;) = —i0jm, (K )" = —id;

and all other components vanish, (KJ)% = (Kf)™, = 0. From these expression one finds that the

conjugate of the fundamental representation of the Lorentz algebra has the generators

JC = (Nt =gk, K¢ = (KT =-K7. (19.15)

This implies that K JF is anti-hermitian,

F F
(K[)'=-K] .
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One can define the linear combinations of generators
1 ) ~ 1 .
Nj=5(J; —iKy), Ny =5(J; +ik;),

for which the commutation relations become

[Ni, Nj| = igiji Nk,

[Ni, N;j] = i€ i Ng,

[N;, N;] = 0.
This shows that the representations of the Lorentz algebra can be decomposed into two represen-
tations of SU(2) with generators N; and N;, respectively. Note that N; and N; are hermitian and
linearly independent. Nevertheless, there is an interesting relation between the two: Consider the

hermitian conjugate representation of the Lorentz group as related to the fundamental one by eq.
(19.15). The representation of the generators N, N; is

1 1 P O F
Cc _ C c7-C\ F .

1 1
c _ C | Cy _ F _ 7 -F\ _ nF
N{ = S(Jf +ik{) = 5(J] —iK[) = N

This implies that the role of V; and Nj is interchanged in the hermitian conjugate representation.
Representations of SU(2) are characterized by spin n of half integer or integer value. Accordingly,
the representations of the Lorentz group can be classified as (2n 4+ 1,271 + 1). For example

, 1) = scalar or singlet,

(1,1)
(2,1) = left-handed spinor,

(1,2) = right-handed spinor,
(2,2) = vector.

Poincaré group

Poincaré transformations consist of Lorentz transformations plus transformations of the form
XH — A¥ ¥ — bH. (19.16)
It is clear that these transformations form a group.
Exercise: Show the Poincaré group indeed is a group with the composition law
(Ag,b2) 0 (A1,b1) = (AgAy, Agby +b2) .
As transformations of fields, translations are generated by the momentum operator
]5# = —10, .

For example

$(@) = ¢ (x) = $(A™' (z + 1))
~ p(at — dw! z” + b)

= (1+ 0w M + it P)o()
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One finds easily
[P, P]=0 (19.17)

and
MM Pt =i(6,1PY — 8", P") (19.18)
MM PP) = i(n"P P¥ — 1P PH)
which together with
[MMU Mpo} _ Z( HO AV nqul/p _ nupMuo 4 nquup)

forms the Poincaré algebra. The commutator (19.17) tells that the different components of the
energy-momentum operator can be diagonalized simultaneously, while (19.18) says that P? trans-
forms as a vector under Lorentz transformations.

Particles as representations One can understand particles as representations of the Poincaré
algebra. Energy and momentum are the eigenvalues of

P, =—i0, ,

and the spin tells information about M*”. One Casimir operator is
P?=p,pP"

which obviously commutes with M*” and P,. Moreover,

P? [p)= —m? |p)
gives the particle mass. The other Casimir follows from the Pauli-Lubanski vector

1 v
Wa- = _QSHVPO'M# P,

Massive particles

For massive particles, m > 0, we can go to their rest frame where P? gives pf = (m,0,0,0) and

Wy =0,
1

mn __
*5jmnM = mJj,

Wi =3

with spin operator J;. The second Casimir of the Poincaré algebra is W, W#* and

1 . . " .
— W p. )= J* |p.j)=i(G + 1) p. )
so the states are characterized by the labels p and j. The commutation relations
Wy, W] = i€ pe WP P?

reduce to the rotation algebra in the rest frame.
As in quantum mechanics, one can choose a basis where the total angular momentum J? = j( j+1)
as well as the spin operator in a specific direction, e.g. J. have definite eigenvalues v, = —j,--- , J.
In summary, massive particles are charaterized by a four momentum p, with p,p* + m? = 0 and
the so-called little group consisting of rotations in the particle’s rest frame which is characterized
by the wave numbers or quantum numbers 7, v,.
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Massless particles

For massless particles, m? = 0, we can choose a frame where p* = (E,0,0,E). The little group
now in particular contains rotations around the axis of the momentum. Eigenstates are of the form
e'"® where ¢ is the angle around the momentum axis and & is the helicity.

Bosonic fields must be invariant under full rotations so that h = 0, +1, £2 and so on.

Massless scalars would have helicity 0, massless vectors +1 and massless gravitons would have
helicity +2. Fermionic fields must pick up a factor —1 under full rotations so that h = +1/2, +3/2
and so on.

The little group for massless particles has in fact two more parameters which are however associated
to gauge transformations. We do not discuss this further here.
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20 Quantum field dynamics

So far we have mainly been concerned with the description of correlation functions and field expec-
tation values for certain specific states such as the Minkowski space vacuum or a finite temperature
state. From the correlation functions in the standard Minkowski space vacuum, one can in partic-
ular calculate the scattering S-matrix or the spectrum of bound states of the theory. Calculations
at finite temperature give access to the thermodynamic equation of state and transport properties
such as for example shear and bulk velocity or electric conductivity.

In the present section, we shall ask how the quantum state of a theory can actually be specified
in full generality and how it can evolve in time. This allows to address non-equilibrium physics as
well, for example to describe the quantum state of the evolving universe.

Quantum field dynamics out of equilibrium can also be investigated experimentally, for example
with ultracold atomic quantum gases or with high energy heavy ion collisions.

Another benefit of a complete dynamical description is that it allows to investigate quantum field
theory from an information theoretic perspective. This is particularly interesting in the context of
black holes, of cosmology and it is important to understand questions related to (local) thermali-
sation.

20.1 The density matrix

Recall that in quantum mechanics for N particles, one can specify an arbitrary pure state at some
time ¢ in terms of a Schrodinger wave function

wt(fla"' afN)a (201)

or, more abstractly, in terms of a state in a Hilbert space,

|t (20.2)

A general mixed state needs to be described by a density matriz or a density operator. For a mixture
of states [¢)(/)) with probability p; such that > ;pj =1, the density operator is given by

pr=2_pil )] (20.3)
J
From the density operator, one can calculate expectation values at time t as
(A(t)) = Tr {p:A})= ZpJTr {le) w4} = Zpg (YD[A[pD). (20.4)
For the concrete case of an N-particle state, one would have
pe(T1, S ING YL, YN) Zpgw (@1, ZN) P (G, i) (20.5)

An arbitrary operator can be written as
A(ﬂ17"'7ﬁN;Ul7"'7’UN) (206)

in position space representation and the expectation value would be

(A(t)) = Tr {ptA}zf / (F1 NG G A G FL - T,
x TN Y1,y
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Let us now go to quantum field theory. Instead of the positions &1, --- , Xy, the defrees of freedom
are now the field variables ¢(Z) at some fixed time ¢, for all possible spatial positons Z. The spatial
position & now plays the role of the index n = 1,--- ;N and labels the different degrees of freedom
(quantum fields).

A pure state at some time ¢ is now specified by a so-called Schrodinger functional

Ve[ (20.7)

and a mixed state in a similar way by a density matriz functional

peld+, o] (20.8)

The most general observable is also specified by a similar functional

A1, ¢2] (20.9)

and an expectation value is given by
() = [ DosDo- pl6s,6-Al+, 0. (20.10)

The functional integrals [ D¢, and [D¢_ are here over fields at constant time ¢ but for all spatial
positions Z.

20.2 States on Cauchy surfaces

In a relativistic quantum field theory, one can specify a state not only at a fixed time ¢ but somewhat
more generally on any so-called Cauchy surface . This is a (d — 1) dimensional submanifold
of spacetime, a so-called hypersurface, with a normal vector that points in a time-like direction
everywhere.

AW AEEAAA ke

AAAAAAAAAAAAAAAAAA ¢— const

A hypersurface t = const with normal vector n* = (1,0,0,0) is then just a special case.
In the more general case, the density matrix on the hypersurface ¥ is specified as a double functional
of fields ¢4 (z) and ¢_(x) where the coordinates are now on the hypersurface, that is z € X,
p= p2[¢+, ¢—]
In this formulation, a generalization of time evolution would correspond to an evolution between
neighbouring Cauchy surfaces, e.g. 31 — Yo — -+ — Xy
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20.3 Evolution operators

Similar as in quantum mechanics, the evolution in time, or between Cauchy surfaces, is realized
by unitary evolution operators. For N-body quantum mechanics, this would be an operator of the

type
Utyeets (Z1,7++ S EN3 Y150+, UN) (20.11)
such that

wtz(fla"'afN):[ Utg(—tl(flv"';fN;gla"'agN)¢t1(gl7"'7gN)- (2012)
Y1yeeey

YN

The density matrix also needs the hermitian conjugate operator
U:1—>t2(‘f17"' 7fN;g17"' 327]\7) (2013)

so that the density matrix evolves as

pt2<fl,~~,fN;:m,m,y*N):/ / Uspry (F1, - Eni s i)
@y, UN J U1, TN (20.14)

" I I " - ~
'ptl(ulf" sUNSUL, - o 7UN)Ut1—)t2(U17"' yUNS Y1, 7yN)

In a quantum field theory, one can specify in a similar way the unitary operator for evolution from
one hypersurface to the next, e.g. 31 — X,

Us,y s, (92, 1] (20.15)

such that the density matrix functional evolves as

P, (P24, P2 ] :/D¢1+/D¢1—U22<—21[¢2+7¢1+}P21[¢1+,¢1—]U;1_>22[¢1_,¢2_]. (20.16)

To make these formal statements more concrete, let us specify how the time evolution operator
would be written as a functional integral. One would have

1

Us,ex, [¢2,01] = Z/¢> . D¢ 517! (20.17)
1,92

where the functional integral now goes over fields ¢(z) on spacetime, with the boundary conditions

d(z) = ¢1(x) on ¥y,

P(x) = p2(z) on Xj. (20.18)
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In a similar way, one would have

1 e
U;1<—22 (b1, P2] = Z/¢ . D¢ e~ [#] (20.19)
1,92

where the boundary conditions are as above but we now employ an action S*[¢] where the complex
conjugate symbol is a reminder to replace ie — —ic wherever it appears.

The evolution equation of the density matrix functional (20.16) is reminiscent of the corresponding
equation in quantum mechanics

pr, = e*iH(tzftl)ptleiH(tzftl). (20.20)

20.4 Schwinger-Keldysh double time path

Note that if one inserts (20.17) and (20.19) into equation (20.16), one obtains a functional integral
expression with a forward and a backward path. This is because both, the “ket” and the “bra” of
the density matrix need to be evolved in time.

Im(t)

Re(t)

One can actually understand

exp [—iS[¢]]= exp {—i /t t dt / d>x c}: exp [—H' /tt dt / dx ﬁ] (20.21)

as an evolution backwards in time. In this sense, there is one branch that evolves forward and one
branch that evolves backward in time.

The infinitesimal it-terms can actually be accounted for by going to slightly negative imaginary
times when evolving forward so that the contour in the complex time plane is slightly inclined
downwards. The backward branch must also slightly go downwards when gping from large to small
real times.

What we have derived here is known as the Schwinger-Keldysh double time path. Before discussing
the evolution in time further, let us discuss the density matrix functional in somewhat more detail.

20.5 Density matrix of thermal states

Let us first discuss the density matrix of a thermal state. It is interesting by itself and allows to
obtain the standard vacuum case in the limit 7" — 0.
At fixed time ¢, the thermal density matrix is formally given by

%e_H/T7 Z="Tr {e-H/T} . (20.22)
In a field theory, the Hamiltonian can be written as

H = / d*z H(z) (20.23)
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with Hamiltonian density #H(z). The latter is in fact the time-time component of an energy-
momentum tensor TH" ().

We have already discussed that the partition function Z at finite temperature T' can be realized
as a functional integral in a Euclidean spacetime, or, equivalently, in Minkowski space but with

imaginary time t = —i7 where 7 is integrated from 0 to 5 = 1/T, or equivalently, ¢ is integrated
from 0 to —if3.
The density matrix functional is then given by
1 _
poro=5 [ Do (20.24)
b4 ,P—

where

S[¢] = /05 dr /d% {-L}= Z/OB dt/de L. (20.25)

We used that L = —L, with Minkowski space Lagrangian density £. The boundary conditions
for the functional integral are

(20.26)

One easily confirms that this is now normalized correctly,

Tip= [ D6 plow,o:] = 5 [ Don /¢ Do 7 [Peesi—1 o)

The standard Minkowski vacuum follows for T — 0 or 8 — oo. The Euclidean time is now
integrated in an infinite interval.

Let us now generalize this to an arbitrary Cauchy surface. The covariant generalization of equation
(20.22) is

1
~ e {— / 45, {Bo ()T () + a(a) N (x)}} . (20.28)
Here we employ the hypersurface integral element
d%,, = d*z\/g3n, (20.29)

where the integral element d3z is on the hypersurface and g3 = det(g;;) is the determinant of the
metric on the hypersurface. Finally, n# is the normal vector normalized to g,,n#n” = —1.

A hypersurface can be specified by a condition #(x) = tq where #(x) is some “time function”. In
that case, one can write

ds, = d*z /gd(t(x) — t9)d,ut(z) (20.30)
where now g = — det(g,,) is the determinant of the four-dimensional metric.
Other elements in (20.28) are the combination of fluid velocity and temperature

uk(x)

pH(x) = Tw) (20.31)

the energy-momentum tensor T""(z) and a conserved number current N*(x). We have coupled the
latter to a chemical potential p and use

a(r) = 2T (20.32)
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The fluid velocity is a normalized four-velocity with
guuru” = —1. (20.33)

We are using a formulation in general coordinates as appropriate for integrals on a hypersurface.
Fluid velocity, temperature and chemical potential then depend on the coordinate x. However, in
global thermal equilibrium, they must fulfill certain conditions, namely

v,uﬁu + Vuﬂu =0, 8u04 = 0. (2034)

It is a useful exercise to show that (20.28) reduces to (20.22) for a hypersurface of constant time
and a fluid at rest such that v* = (1,0,0,0).

20.6 Functional integral representation

Let us now formulate a functional integral representation for the density matrix in equation (20.28).
This can be done analogously to the ¢ = const surface. One obtains

pulbr o] =5 /¢ Do o [-5[9] (20.35)

where
Sle] = / d*z /g L (20.36)

is the Euclidean action on a “torus” formed by the hypersurface ¥ and an imaginary time coordinate.
Fields are periodic in the sense that

oz —if) = ¢(z) (20.37)

for bosons while fermions get an additonal minus sign.

The chemical potential is represented by an external gauge field coupled to the conserved current,
Ay(z) = p(z)uy ().

Note that the state we describe here is specified on the surface ¥ and essentially assumes that the
metric g, and all parameters such as a(x) were constant in the past. Only then such a global
equilibrium state can form. In a time-dependent situation such as an evolving cosmology, this is
not the case. The evolving quantum state is in general not the instantaneous thermal equilibrium
state.

The standard Minkowski vacuum state follows from the above prescription for T' — 0 or § — co.
The infinite interval over the Euclidean time can be split into two parts and they can be rotated
towards the real time domain. This leads back to the standard Minkowski space formalism.

20.7 Density matrix for single mode

To gain more intuition, let us investigate a free real scalar field in 1+ 0 dimensions with Lagrangian

L= %(aﬂb)? - %m2¢2. (20.38)

This can describe a single mode of the electromagnetic field, for example, and is equivalent to the
quantum mechanical harmonic oscillator.
The Schrodinger functional for the grand state is now simply

Wolg] = ce 9" /? (20.39)
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with a complex constant c¢. Accordingly, the density functional in that state
pols, 6] = e A2 (20.40)

One can directly see that this is a pure state because it factorizes into a ket and a bra contribution.
Excited states with n particles or quanta are of the form

1 —m
Pl 6] = S Hu(Vmo ) Hy (vVimg_ )o@ +2)/2 (20.41)
where H, (z) are the Hermite polynomials
Hy(z) =1, Hy(z) =2z,  Hy(x)=42>-2, - (20.42)

These are still pure states. The corresponding Schrédinger functional would be

1 g
¢*/2
Yn[g] = N H,(vVme)ce : (20.43)
Under time evolution, the Schrédinger functionals above would pick up a factor e ~*("+1/2)t which
cancels, however, in the density functional.
Another interesting class of states are coherent states. In quantum mechanics they are described
by

la) = e~lal*/2¢aa’ gy = ~lal® /QZ (20.44)

with complex parameter «.
Here they lead to the density matrix functional

2 2
Palp+, 9] = ! — ©XP —%m <¢+ - \/ZRe(a)> + <¢>_ - \/ZR6(O¢)> : (20.45)

Again these are pure states. Under time eolution, one must replace a@ — a(to)e*im(t’to) and one
finds that Re(a(t)) describes the oscillatory behaviour of classical solutions to the equations of
motion. The density matrix p, ;) describes Gaussian fluctuations around this mean value.

Finally, let us consider a thermal state. In the quantum mechanical formalism, it is described as

=(1=b)>_ b"n)(n| (20.46)
n=0

where b = e="/T is the Boltzmann weight. Here this leads to the density matrix functional
1 — 1 /b\" _
priv.o-1= (1= — (2) Hy (Vi) Ho(Vimg_)e @3 H02)/2, (20.47)
n=0 "

Here, one can use a property of the Hermite polynomials (Mehler’s formula)

Z %Hn(l’)Hn(y) (S) = \/11—;62 exp {1?_)()3:3/ -1 ibQ (x — y)Q] . (20.48)

n=0

We thus find

LW 2
prlos.o-1= oxp | ~gm(e +0?) - b2m<¢+—¢ ? +m¢+¢}

140
. <1+ 1262 ) P _} (20.49)
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This does not factor into a ket and a bra part for b > 0. It is therefore not a pure state as expected.

Let us summarize this discussion by remarking that the vacuum or ground state, the coherent
states, as well as the thermal states all have density matrices p[¢4, ¢_] of Gaussian form. This is
not the case for single or multiple particle excited states, though.

For free quantum field theories, one can also expect Gaussian states in many circumstances. How-
ever, already with non-vanishing interaction this ceases to be the case.

20.8 Higher dimensional Gaussian states

Let us now generalize the situation somewhat and consider a set of fields ¢,. The index n can
be discrete and can run over a finite set. In this case, we consider a set of modes. Or it could be
running over an infinite set. One may even consider n to be an abstract index that combines several
indices such as position, flavor and spin.

We assume the Schrodinger functional to be of the form

1 n " ..
¢[¢] = Cexp |:_2(¢ - ¢)mhmn(¢ - ¢)n + 7/.7n¢n} (2050)
with a symmetric and real matrix Ay, = hnm. The density functional is accordingly
1 _ _
p[¢+, ¢7] = 7 exp{ = 5(0+ = D)mhimn(d4 — P)n

(20.51)

(¢— - d))mhmn(‘vb— - d_))n + Z]n(¢+ - (b—)n}

N = N =

Let us characterize this state by its expectation values and correlation functions. Besides the field
¢n, another observable is its conjugate momentum field m,. In the position space representation,
we are working in here, it is represented by a derivative
)
Opn

This operator acts on the Schrodinger functional or density operator. The canonical commutation

(20.52)

T = —1

relations

[¢m7 7Tn] = iémn; [¢m, ¢n] - [ﬂ'm7 7Tn] = 0, (2053)

are automatically fulfilled.
The field expectation value is given by

1 _
=5 [ D6 uplé) = . (20.54)
In a similar way, the expectation value for the conjugate momentum can be obtained,
m Pr=p_=¢
An exercise in Gaussian integration yields the connected correlation functions
1

<¢m¢n>c = <¢m¢)n> - <¢m><¢n> = §(h_1)mn7

1
<7Tma 7Tn>c = 9 ~hmn, (20.56)
0,

<¢m7rn + 7rn¢m>c
<¢m7rn - 7Tn¢m>c = [¢ma7rn] = 10y
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If the matrix hg,, is diagonal h.,,, = - (no sum convention), the different field modes are
independent, otherwise they are correlated.
Imagine now that h,,, is diagonal. One then has

1
() () = 7 (20.57)
This is in fact the statement that Heisenberg’s uncertainty bound is satisfied.
Note that for a single mode in the ground state, we have
1
= — =, 20.58
=50 ) (20.58)
The energy E = m here sets the quantum uncertainty. In quantum optics, it is possible, however,
to prepare so-called squeezed states with
1

(%) = 35

where h > m or h < m. These are still pure states and they are still Gaussian states. They also
still satisfy the Heisenberg bound but, for n > m, have a reduced uncertainty of the field at the

(%) = = (20.59)

cost of an increased uncertainty of the conjugate momentum. For n < m, the uncertainty of 7 is
reduced while the one of ¢ is increased.

For diagonal hy,,, the different modes ¢,, are fully independent and the density matrix p[¢4, ¢—]
decomposes into a product of independent factors. This indicates that these degrees of freedom are
not entangled. The situation is different in the presence of off-diagonal terms in h,,,. In that case,
there are non-vanishing correlations between fields and between conjugate momenta - but there is
also quantum entanglement.

20.9 Two-mode squeezed state

As the simplest example for an entangled Gaussian state consider the two-mode squeezed state with
Schrédinger functional

2r —2r

0 [1, 62] = cexp [_em<¢1 IS

: (o + 627 (20.60)

For r = 0, this simply becomes the product state

lon, ] = coxp |~ gm(6? + )| = cexp | ~gmot| exp |-gmas] . (20.0)

For r > 0, such a product decomposition is not possible, however. Generalizations of such two-mode
squeezed states describe entangled states from inflation in the early universe or the entanglement
of Hawking radiation emerging from a black hole with radiation falling into the horizon (for free
bosonic theories).

The density matrix for the two-mode system in the squeezed state is

1 2r —2r
p12[d14, P2 b1, Po] = 7 eXP{ - %m(¢1+ — ¢ay)? — eTm(¢1+ + ¢ot)?
. (20.62)

—2r
- %m(fbl— R L 1 m(¢p1- + ¢2—)2}~

20.10 Reduced density matrix

It is instructive to calculate the reduced density matrix for the mode ¢; by taking the partial trace
of the density matrix. Quite generally, the reduced density matrix for a subsystem A of a larger
system consisting of the parts A and B is given as the partial trace

pA:TI'B {pAB}. (2063)
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If A and B are entangled and pap describes a pure state, the reduced density matrix is of a mixed
state form.

In contrast, for a pure product state pap = pa ® pp, the reduced density matrix p4 is also pure.
In the present case, taking the partial trace for the second mode corresponds to

pilo14, p1-] = %/D¢ pi2[d1+, D p1-, @]

1 €2r +e—2r
=7 /D¢ exp [— 1 m(¢f+ +¢7.)

2r _ —2r
+2me (efm(m v m))

2627' + 6—27':|

_mqb 5

% exp [ — %m cosh(2r) (o7, + ¢7_) (20.64)

+ im cosh(2r) tanh?(2r) (¢14 + gbl_)z]

_ / Db exp {_ m cosh(2r) <¢ - %tanh(2r)(¢1+ + dn))z ]

+ %m cosh(2r) tanh2(2r)¢1+¢1_} .

In the last step, we have performed the Gaussian integral over ¢ and dropped an irrelevant factor.
As expected, for 7 > 0, the density matrix p; now is not of pure state form anymore. It does not
factor into a ket and a bra because of the term o ¢14¢1— in the exponent.

Note the resemblance of (20.64) and (20.49). This is an indication that entanglement can sometimes
lead to a locally thermal looking state, albeit it is globally pure.
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21 Entropies and entanglement entropies

From an information theoretic point of view, entropy is a quantity that can be used to measure
the information content of a probability distribution. It can be extended to quantum distributions
formulated in terms of density matrices. We now first discuss the information theoretic signifi-
cance of entropies logically and afterwards the quantum mechanical and quantum field theoretic
implementation.

21.1 Shannon’s information entropy

To a set of measurement outcomes, or more general realizations of a random variable, one can
associate symbols {z1,...,2y} and probabilities

p(z1),...,p(xN). (21.1)

Of course one has
1=p(x1)+...+plan) = > _p(). (21.2)

The last equation introduces a short hand notation we will use occasionally.
For two events X and Y with possible outcomes {x,,} and {y,} one has a complete description
in terms of joint probabilities

p(mmayn)v (213)

such that 1 = Zw,u p(z,y). One should read the comma as “and”. If the two events are statistically
independent one has

p(z,y) = p(x)p(y), (21.4)

but that is of course not always the case. More general, the reduced probabilities for one event are

p(x) = plz,y), py) =Y _plx,y). (21.5)

Assume now that one has already learned the outcome xg, then the new probability distribution
for y is
P(zo,yn)  _ P(T0;Yn)
P(Ynlzo) = - : (21.6)
(ynlo) >k P(Z0s Yk) p(zo)
which is the conditional probability. (Read: probability for y,, under the condition that o has been

obtained.) One can write

P(Z Yn) = P(Ynlzm) p(2m) = P(@m|yn) P(yn), (21.7)
which directly implies Bayes’ theorem,

PYnl|Tm) p(Tm) )

P(yn) (218)

P(@mlyn) =

How much information can one learn from an outcome or event realization z? Or, in other

words, how large is the information content i(x) associated with the outcome z? Intuitively, the

less likely the outcome, the higher the information content. Moreover, for independent events it is
natural to take the information content additive,

i(p(x,y)) = i(p(x)p(y)) = i(p(z)) +i(p(y))- (21.9)
This directly leads to the logarithm, and the definition of the information content
i(x) = i(p(x)) = —Inp(x). (21.10)
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In principle one might add a (positive) prefactor here or, equivalently, take another base for the
logarithm. Oftentimes log, is used, but we work here with the natural logarithm. For example,
throwing an ideal coin corresponds to p(z1) = p(z2) = 1/2 and by learning the event outcome one
learns an amount of information

i=—1In(1/2) =2, (21.11)

corresponding to one bit of information. Note that a very unlikely event outcome with p — 0 has
formally infinite information content, i — oo. On the other side, a certain event outcome with unit
probability, p = 1, has no information content, i = 0.

Shannon’s information entropy associated to a discrete random variable or event X is the
expected amount of information content,

H(X) = (i(2)) = — 3 pla) Inp(a). (21.12)

Note that the information entropy is a functional of the probability distribution only, H(X) =

Hip(x)].
Some properties of information entropy are

i) Non-negativity. Information entropy for discrete random variables is positive semi-definite,
H(X)>o0.

ii) Concavity. Define a random variable X with probability distribution p(z) out of distributions
pa(z) and pg(x) for the variables X 4 and Xp such that

p(z) = qpa(z) + (1 — q) pp(2). (21.13)

One has then
H(X) > qH(X4) + (1 - ) H(Xp). (21.14)

Exercise: Show this property.

iii) Permutation invariance. If one relabels the event outcomes by some permutation of indices
T — Tr(m), the information entropy is unchanged. This is directly clear from the definition.

iv) Minimum value. One has H(X) = 0 if and only if X is deterministic such that p(z) = 1 for
one outcome .

v) Maximum value. For a set of event outcomes of size or cardinality | X| one has
H(X) <In|X|. (21.15)

Proof: maximize the probability distribution p(z) with the condition that it remains normal-
ized. This corresponds to finding the extremum of

L=H(X)+ X (Zp(x) - 1> : (21.16)

One has

oL
=—Inp(x)—1+A=0 = pz) = e L. 21.17
5o =~ o) (@) (2117
This depends only on A but must be normalized. Normalization leads to p(z) = 1/|X| and
H(X)=In|X]|.
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21.2 Relative entropy (or Kullback-Leibler divergence)

The relative entropy is a useful quantity to compare two probability distributions p(z) and ¢(z). It
is defined by
D(pllq) = Zp Inp(z) — Inq(z)]. (21.18)

This definition works if the support of the function p(z) (the set of values  where p(z) > 0) is
within the support of the function g(z). In that case there are no points where p(z) > 0 but
q(z) = 0. For cases where this condition is not fulfilled, one can extend the definition of relative
entropy in a natural way to D(p|lg) = oo. Note that one can write the relative entropy as an
expectation value with respect to the probability distribution p(z),

D(pllq) = <ln (‘ZEQ) >p. (21.19)

The relative entropy tells in some sense how far the distribution function p(x) is from the distribution
function ¢(x). However, it is not defined symmetrically (nor does it satisfy a triangle inequality)
and is therefore not a distance measure or metric in the mathematical sense.

Typically, relative entropy is used to compare two probability distributions where p(z) is often
the true distribution and ¢(z) some kind of approximation to it. It then has the meaning of a gain
in information when one replaces the (approximate) model distribution g(z) by the true (or more
accurate) distribution p(z). It can also denote a loss of information, or added uncertainty, if one
works with g(x) instead of p(x).

To illustrate the asymmetry in the definition, consider the following two examples.

i) Take p(z1) =1 and p(z2) = p(x3) = ... =0 and compare this to g(z1) =1 —¢, g(x2) = € and
q(z3) =...=q(rn) = 0. One has

D(pllg) = —In(1—€) ~ e. (21.20)

The gain in knowledge from ¢(z) to p(z) is moderate and vanishes for e — 0 because g(x) is
already very close to p(z) on all outcomes z allowed by the true probability distribution p(x)
(i. e. on x1). An experiment that has been designed in an optimal way based on the (wrong)
prior distribution ¢(z) will nevertheless find the correct distribution p(z) rather efficiently.

ii) Take instead p(z1) = 1 — €, p(x2) = € and p(z3) = ... = p(xy) = 0 and compare this to
q(z1) =1 and ¢(z2) = ... = ¢(xn) = 0. One has now formally
1—e€ €
D(pllg) =(1 —€)In <1> +e€ln (6) = 00. (21.21)

Here the gain in information when replacing the model distribution g(x) by the true distri-
bution p(z) is much larger. The model distribution g(x) vanishes on the state x5 which has
actually non-vanishing probability according to p(x). It is very difficult to find out about this
and one needs formally infinitely good statistics in an experiment that is optimized based on
the prior distribution ¢(z) (assuming misguidedly that o is never realized).

An important property of relative entropy is its non-negativity,

D(pllq) > 0. (21.22)

This follows from the inequality In(z) < 2 — 1. One sees directly

Dipll) = 392 i (% ))z—;pmln(ggg)zgpm(l—;g;):o. (21.23)
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Relative entropy has the advantage that it generalizes favorably to continuous probability dis-
tributions. Consider the continuum limit

p(xm) = P(zx)dz, q(zm) — Q(x)dx, (21.24)

with probability densities P(x) and Q(z). The relative entropy becomes
D(pllq) = /dx P(z) [In(P(z)dz) — In(Q(x)dx)] = /da: P(z) InP(x) —In O(x)]. (21.25)
In contrast, Shannon’s entropy has the formal continuum limit
H(X)— /d:v P(z) In(P(z)dz), (21.26)
which is not very well defined.

The relative entropy is positive semi-definite and one has D(p||q) = 0 if and only if p(z) = ¢(x).
However, it is not a distance measure in the mathematical sense because it is not symmetric,
D(pl|lq) # D(q||p). In the limit where p and ¢ are very close, it satisfies the properties of a metric,
however. To make this more precise, consider a set of probability distributions p(6)(x) where 6 is
a (multi-dimensional) parameter. Close to some point 6y one may expand

D(p(6)[p(60)) = (0 — 6)(6° — 65)g;1(60) + .. (21.27)

The constant and linear terms vanish because D(p||q) is positive semi-definite and vanishes at p = q.
The object g;x(6o) is known as the Fisher information metric. It is by construction symmetric and
serves as a Euclidean, positive semi-definite metric on the space of parameters 6 of probability
distributions p(f). One may also see this as a two-form constructed via the pull-back of the map
6 — p(#) from a metric directly defined on the space of probability functions. The latter is obtained
from the expansion

1
D(q+ dqllq) = Sq(z)? + ... 21.28
(4 llg) = 3 00 (2129
We have set here p(z) = ¢(z) + dg(x) and used that both p and ¢ are normalized such that
21.3 von Neumann’s quantum entropy

The quantum entropy or von Neumann entropy is defined for a given quantum density matrix (or
density operator) p as
S(p) = —tr{plnp}. (21.29)

The logarithm of an operator is here defined via its eigenvalues. Recall that p = p' is hermitean
and can always be diagonalized such that it has the form

p = p;la) (il (21.30)

where the states |j) are orthogonal and normalized, (j|k) = d;5. In this basis one has

S(p) =— ij Inp; = H(p) (21.31)

with Shannon entropy H. The quantum entropy has the properties
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i) Non-negativity.
S(p) > 0. (21.32)

This follows from the fact that the density matrix has eigenvalues in the range 0 < p; < 1.
Of course, S(p) = 0 for a pure state p = |1){t)| while mixed states have S > 0.

ii) Maximum value. Occurs for maximally mixed states. In an N-dimensional Hilbert space this
corresponds to p = diag(1/N) and S(p) =In N.

iii) Invariance under unitary transformations. The density operator transforms as
p— UpUT, (21.33)
and the von Neumann entropy is invariant,
S(UpUY) = S(p). (21.34)
This is immediately clear because unitary transformations due not change the eigenvalues.

21.4 Quantum relative entropy

The quantum version of relative entropy is defined for two normalized density matrices p and o by
S(pllo) =tr{p[lnp —Inol}. (21.35)

As in the classical case, this holds for sup(p) C sup(o) and is extended naturally by setting S(p||o)
otherwise. Quantum relative entropy has rather useful properties and should presumably be used
more often in quantum field theory.

21.5 Rényi entropy

The quantum Rényi entropy is defined for a parameter N > 0 (not necessarily integer) by

Sn(p) = -~

Here we have assumed that p is normalized, trp = 1. Otherwise, one must include appropriate

Intr {p"}. (21.36)

normalization factors in (21.36).
As a special case, for N — 1 the Rényi entropy becomes von Neumanns entropy,?

Sn(p) Intr {Vmr} =

1Nlntr{p(1—|—(N—1)lnp+...)}

1-N 1- (21.37)

NI _tr{pInp} = S(p).

One can sometimes calculate the Rényi entropy for arbitrary integer values N > 2 and determine
the von Neumann entropy via analytic continuation N — 1.
Note that for N = 2 one has simply

Sa(p) = —Intr {p®}. (21.38)

This is often a relatively simple quantity to compute (or measure experimentally) and allows to
distinguish pure states with S5 = 0 from mixed states with Sy > 0.

One can also define a generalization of relative entropy in a similar way, the quantum Rényi
relative entropy

1 tr {pO’N_l} 1 N_1
N—lln ey N_llntr{pa } = Sn(p). (21.39)

In the limit N — 1 the quantum Rényi relative entropy approaches the quantum relative entropy,

Sn(pllo) N3t S(pllo). Ezercise: verify this.

Sn(pllo) =

2 See for instance “Geometric and Renormalized Entropy in Conformal Field Theory” by Holzhey et al. (1994)
or “Entanglement Entropy and Quantum Field Theory” by Calabrese and Cardy (2004).
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21.6 Joint quantum entropy

The density operator of a composite system A + B is pap and has the joint entropy

S(pap) = —tr{papInpas}, (21.40)

where the trace goes over both systems, tr = trytrg. If there is no doubt, we will denote the full
density matrix simply as pap = p and the joint entropy as S(p).

21.7 Entanglement entropy
The reduced density matrix for subsystem A of the full system A + B is defined by

pa =trp{p}. (21.41)

The associated von Neumann entropy is also known as the entanglement entropy

Sy = —try {pAlnpA}. (21.42)

In a similar way, the reduced density matrix for system B is pp = tra{p} and the associated entropy
is Sp = —trg{pplnpp}.
For a pure state p = |¢)(¢| one can write in the Schmidt basis

[#) = > _ VA lia)lin), (21.43)
J
where \; > 0 and ) ;Aj = 1. The reduced density matrices are

pa=Y_Ajlia)(jal,
g (21.44)
pB = Z Ailis) (iBl-

One has then for the entanglement entropy

Sa=Sp=-Y X\, (21.45)
J

and in particular both entropies are equal. (This is not necessarily the case for mixed states
p # |9){(#].) For a product state, only one coefficient A\g = 1 is non-vanishing and Sy, = Sp = 0.
Entangled states have several non-vanishing Schmidt basis coefficients and in this sense S4 = S >
0 is here a measure for the amount of entanglement between subsystems A and B.

21.8 Entropies in quantum field theory

The definitions for the Rényi entropy in eq. (21.36) with the von Neumann entropy as a limit and
the Rényi relative entropy in eq. (21.39) with the quantum relative entropy in eq. (21.35) as a limit,
can directly be used in quantum field theory. For example, the Rényi entropy can be calculated in
terms of the density matrix function S{¢4,d_] as

1
1—

Sxlp) = ——Intr {p" }=

— in | [ o Dow plon.oalolon, - slow. ] - (2140

We have again assumed standard normalization, [ D¢ pl¢, ¢] = 1.
One can also extend this to entanglement entropies or relative entanglement entropies when the
density functionals result from taking partial traces, for example over some regions in space.
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For example, one may define a density matrix functional for some region A on some Cauchy hyper-
surface ¥ by taking the trace over the complement region B =% — A,

pa=trg {p}. (21.47)

The corresponding von Neumann entropy

Sa=—tra{palnpa} (21.48)

is then the entanglement entropy quantifying entanglement between regions A and B. One should
note that such entanglement entropies are typically divergent in the ultraviolett because of very
many entangled modes.
Relative entanglement entropies, however, have the potential to be well defined and finite. It is
an interesting topic of current research to formulate quantum field dynamics in terms of relative
entanglement entropies.

21.9 Gaussian density matrices

Let us discuss the determination of entanglement entropies more concretely for a Gaussian density
matrix. Without essential loss of generality, we will assume ¢, = (¢,,) = 0 and also (m,,) = 0.
Again we use an abstract index notation where m includes discrete and continuous indices, for
example positions on a Cauchy hypersurface or some subregion of it.

We take the density matrix to be of the form

plos. 6] =  exp H(mmm (Lo o) (5) ] . (21.49)

For ¥,,,, = 0, this would factorize into a ket and a bra contribution and describe a pure state. For
Ymn 7 0 this is not the case, however, and p[¢+, ¢_] describes a mixed state. This could be the
result of incomplete knowledge, for example at non-zero temperature, or a result of entanglement
if p describes a subsystem.

To calculate the Rényi entropy, we need

tr {p"} _ [ D1 Don plgr, ¢2] -~ plow, d1]
tr {p}V (/ Do plo,¢])"

This calculation can be done here rather directly because all functional integrals are Gaussian. The

: (21.50)

integral in the numerator can be written as

2h —X% -3 01
-3 2h X% P2
1
/D¢1 - Don exp |:_ 5 (¢1a T ¢N)m ¥ 20 X2 ¢.3 :| (21'51)
- zh mn ¢N n
Similarly, the denominator can be written as

(2h — 2%3) b1

/D¢1---D¢N exp [_ % (o1, -+, ¢N)m ] (21.52)

.(2h—22) . qﬁ;v
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Note that the abstract field indices m and n are not to be confused with the “replica” indices
1,--+, N. The result of the functional integral will be the determinant of the matrix (21.51) divided
by the determinant of the matrix in (21.52) to the power —1/2. It can be stated as

1
——— =exp —§trlndet(MN) (21.53)

which contains the N-dimensional cyclic matrix (with entries being matrices in abstract index
space)

My = (1 +2a)1y — aZy — aZX,. (21.54)

Here we defined 15 to be the N-dimensional unit matrix and Zy to be the N-dimensional cyclic
matrix (Zy); = 6(j41),- Here j, k are in the range 1,---, N and the index j = N + 1 is to be
identified with the index 7 = 1. We also use

=] (2h — 23) 7! 2} . (21.55)

One can furthermore write

My = An(a)A%(a”) (21.56)

avi (a1 (i am ) 2w 157)

The determinant of Ay (a) is found to be

N N
det (AN(a))<\/i+a+;> - (\/iJra;) (21.58)

det(My) = det(Apn)?. (21.59)

with

and one can use

Collecting terms, one finds for the Rényi entropy

N N
SN(p):ﬁ trn (1/i+a+;> —<\/i+a—;> . (21.60)

The remaining trace goes over the (abstract) field indices m,n.
In the present case, one can actually take the limit N — 1 and one finds for the von Neumann
entropy S(p) = limy_,1 S (p),

So=td (Vrirar S m(rrarl) o (ira- Dy Eira-t) Y. @ren
p) =tr 4a2n4a2 4a2n4a2..
In a similar way, one can treat the relative entropy between two Gaussian density matrices.

Let us emphasize again that what has been sketched here is only a first step of a more detailed

information theoretic approach to quantum field theory. Many questions remain open so far but
will likely be addressed by current research in the next few years.
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