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”If you think you understand quantum mechanics, you don’t understand quantum

mechanics.”

Richard Feynman
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Introduction

Technology is a big part of the world economy. Companies continuously try to win

new challenges in order to introduce very often competitive and innovative products on

the market. One of most challenging innovation is the Quantum Computer or more in

general the Quantum Technologies. According to many scientists, quantum technology

can provide a computational power much higher than the classical counterpart. For

this reason the biggest companies such as Google [1], IBM, Rigetti and D-Wave [2] are

investing enormous amount of money to be the first to achieve this breakthrough. Due

to the difficulty of realizing a quantum computer and the variety of disciplines involved,

the problem is not only of interest in technological fields, but also in Physics. In fact

there are still many challenges to be overcome in the fundamental fields of physics in

order to build a quantum computer.

Although there are many limitations and many problems to be solved, theoretical

scientists are working on more and more efficient quantum algorithms and one approach

in this direction exploits Quantum Walk. It is not simple to realize experimentally a

quantum walk and in the literature there are not so many experiments. On the subject

so far, the Quantum Walk, in particular the continuous time version (CTQW) which is

the one studied in this thesis, has been realized, for instance, with optical cavities [3],

nuclear spins in magnetic field [4], polarization of single photons [5] and recently with

(ultra)cold-atoms [6].

In this thesis work we give a mathematical proof of the analogy between the Quan-

tum Kicked Rotor (QKR), which is a standard model used in the Quantum Chaos field,
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at quantum resonance and the CTQW according to the formulation of the Portugal’s

book. This study can lead to several applications since we can implement algorithms

based on quantum walks in an experimental working system. Among the possible ap-

plications we propose a search protocol for the experimental CTWQ obtained using the

(ultra)cold-atoms technique. The thesis is organized as follows: in the first chapter we

will see a very short introduction about the postulates of quantum mechanics that we

need for our purpose; the second chapter, after some theory about the QKR, shows the

first result of the work which is the relation between the evolution of QKR in resonance

conditions and the CTQW; then a generalization with an initial state given by a super-

position of more eigenstates is explained in the third chapter; the last chapter, instead,

shows a possible application of the QKR to perform a quantum search algorithm. The

majority of this work, has been summarized in the paper [7].



Chapter 1

Introduction to Quantum Walks

The classical random walk is a well known problem and it is described by vectors and

matrices. In analogy with the classical case, the quantum walk is described by vectors

and operators in Hilbert space. For this reason in the first part of this chapter we

will see the postulates of quantum mechanics used to work with quantum walks and

in the second one we will briefly explain the difference between the classical and the

quantum walk. For the first section I followed the Portugal’s book [8] which is a good

introduction also to the quantum walks.

1.1 Principles of quantum mechanics

The state of a physical system describes its physical characteristics at a given time. A

general state |ψ〉 is represented by a vector in the Hilbert space, which is complex.

Because of the completeness of the Hilbert space, every state |ψ〉 can be written as

linear combination of basis vectors. So the power of quantum mechanics is that one

state can be in a superposition of basis states. This feature is of fundamental relevance

for quantum walks and for our results in chapter 3.

Let us take the spin of an electron, as example, which can assume only two values:

”spin up”, ”spin down”. In this Hilbert space C2, we describe the ”spin up” using the

3
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vector

|0〉 =
[
1

0

]
,

and ”spin down”

|1〉 =
[
0

1

]
.

The spin state of the electron is described by a linear combination of vector |0〉 and |1〉

|ψ〉 = a0 |0〉+ a1 |1〉 . (1.1)

The coefficients a0 and a1 are complex and they satisfy the following relation

|a0|2 + |a1|2 = 1 . (1.2)

Since |0〉 and |1〉 are orthogonal, the sum cannot be zero. From this notation, we

interpret the quantities |a0|2 and |a1|2 as the probability of being in the spin up or spin

down.

1.1.1 Unitary evolution

As many things in nature, the state of a quantum system evolves in time as well. This

evolution is described by an unitary operator U . For instance if we have the state |ψ(0)〉

at time t0, the state |ψ(t)〉 at time t is obtained by applying the operator U to the state

|ψ(0)〉

|ψ(t)〉 = U |ψ(0)〉 . (1.3)

In general, given a physical context, the operator U is found by solving the famous

Schrödinger’s equation.

1.1.2 Composite System

According to the postulate of the composite system, the state space of a composite

system is the tensor product of the state space of the components. If |ψ1〉 , |ψ2〉 , . . . , |ψn〉

describe the state on n isolated quantum systems, the state of the composite system is

|ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψn〉.
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An example of such a type of systems is the memory of a n-quibit quantum computer.

Usually, the memory is divided into sets of qubits called registers. Every qubit live in an

Hilbert space of dimension 2, C2. So the state space of one register is the tensor product

of each quibit. Then the state space of the entire memory is the tensor product of the

Hilbert space of each register.

1.1.3 Measurement Process

In a classical world, namely the non-quantum world, the measurement process is a

process of knowing classical information about a system. It can be performed using

devices such as rules, scales or chronometers. However for a quantum system things are

not so straightforward. In fact measuring a quantum system that is in unknown state

means perturbing or disturbing the state irreversibly. After performing the measure-

ment on a quantum system, you cannot know in which state the system was before the

measurement.

In quantum mechanics, the projective measurements, which is a special class of

measurement, are described by an observable, O, that is a Hermitian operator acting

on the Hilbert space of the state space of the system. The observable O has a spectral

decomposition

O =
∑
λ

λPλ , (1.4)

where Pλ is the projector onto the eigenspace of O associated with the eigenvalue λ. An

important concept is that the possible outcomes of a measurements of the observable

O, are the eigenvalues λ.

If the system state at the time of measurement is |ψ〉, the probability of obtaining

the result λ is

pλ = 〈ψ|Pλ |ψ〉 , (1.5)

or equivalently

pλ = ||Pλ |ψ〉||2 . (1.6)
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Therefore given the outcome λ, the normalized state of the quantum system immedi-

ately after the measure is
Pλ |ψ〉√
pλ

. (1.7)

1.1.4 Computational Basis

The computational basis is the basis that we use when we measure a quantum system

with an observable. It belongs to the Hilbert space and in general, for a n qubits

system, it is the set {|0〉 , |1〉 . . . |2n − 1〉} in the decimal notation. So we can write the

observable as

O =
2n−1∑
λ=0

λPλ , (1.8)

where Pλ = |λ〉 〈λ|. From the theory of quantum mechanics we know that every state

of a system can be written as a linear combination of eigenstates. Thus for a n qubits

system, a generic state can be written as

|ψ〉 =
2n−1∑
λ=0

aλ |λ〉 . (1.9)

If we evaluate the probability using the equation (1.5), we get

pλ = 〈ψ|Pλ |ψ〉 = |aλ|2. (1.10)

This latter equation tells us that the probability of obtaining λ as the result of a

measurement is given by |aλ|2. For this reason we have to be sure that the sum of

probabilities is 1 and therefore the aλ must satisfy the constraint∑
λ

|aλ|2 = 1 . (1.11)
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(a) (b)

Figure 1.1: (a) Classical Random Walk of a classical particle; (b) Quantum Random

Walk of a quantum particle.

1.2 Quantum Walks

Random walks are a well studied classical problem. Let us imagine a ball which is

positioned at the centre of a line that we will call position 0. The ball can move either

to the left or to the right, with the same probability, every time we toss a coin. After

tossing the coin t times, the most likely position of the ball will be the starting point,

namely 0. Figure 1.1a shows exactly this behaviour. In mathematical language, we say

that the probability distribution of the position of the ball is a Gaussian distribution

centred on the mean position which is 0 and with variance σ. The variance represents

the width of the distribution but we will deal with it in the next chapters.

Quantum walks are different from classical ones. At each tossing coin (this time it

is a quantum coin), the particle will be in a superposition of states, which means that

you can find the particle either on the left or on the right with the same probability. This

property derives directly from quantum mechanics. Figure 1.1b shows, for instance,

that at the first step the particle is split in two halves, one on the left and one on

the right. Repeating this procedure many times, leads to a probability distribution

completely different from the classical case. In fact the distribution of a quantum walk

generated by an initial state composed of only one state, presents two peaks almost at

the edges. This means that in the quantum case it is more likely to find the particle
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at the border of the line. Indeed the last step of the figure 1.1b shows that in two

points the particle is more visible than the other three. The origin of the different form

the probability distribution derives from the textitquantum interference of the various

paths. This effect occurs only in the quantum case and not in the classical one.

There are two kinds of quantum walks: discrete and continuous. The difference

between the two is that the discrete walk needs a coin, as just seen above, while the

continuous walk does not. In this work we will concentrate only on the latter walk and

more details will be given in the next chapter.



Chapter 2

Continuous Quantum Walk through

Quantum Kicked Rotor

The quantum δ-Kicked Rotor (QKR) is a theoretical model used in quantum chaology

and it is very important for studying quantum effects such as dynamical localization

and quantum resonances [9]. In this work we will exploit the latter effect in order to

connect the QKR to a Quantum Walk (QW).

2.1 Quantum kicked rotor

Although the QKR is a theoretical model, it has been realized experimentally using

techniques of atom optics. Basically a cold atom is exposed to short pulses (kicks) of a

standing wave [10]. Its dynamics is described by the Hamiltonian

Ĥ(t) =
P̂ 2

2
+ k cos (X̂)

+∞∑
t′=−∞

δ(t− τt′) (2.1)

where P̂ and X̂ are the momentum and position operator respectively, τ is the kick

period in dimensionless units and k its strength [9]. The evolution between two con-

secutive kicks is described by the unitary Floquet operator:

9
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k
∑
t′

δ(t− τt′)

θ

Figure 2.1: Classical approximation of a Quantum Kicked Rotor

Û = e−ik cos (X̂)e−iτP̂ 2/2 (2.2)

However the theoretical treatment is simplified letting the QKR move on a circle

instead of a line. Figure 2.1 shows a representation of this kicked rotor which can be

approximated with a classical pendulum with pulsed gravity.

Since this system has a periodicity of the kicks, we can use a different representation

of the unitary Floquet operator:

Ûβ = e−ik cos (θ̂)e−i(τ/2)(N̂+β)2 (2.3)

where β is the quasi-momentum (QM), namely the fractional part of the momentum p

(from Bloch theory), θ̂ represents the space coordinate and N̂ is the angular momentum

in the θ̂ representation: N̂ = −id/dθ, now with periodic (circle) boundary conditions.

2.1.1 Quantum resonances

The time evolution determined by the operator (2.3) preserves many dynamical prop-

erties of the standard QKR (corresponding to β = 0), but not necessarily the quantum

resonances. These occurs whenever τ = 4πp/q, with p, q mutually integers, and β = m
2p
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with m integer such that 0 6 m 6 2p, because the operator (2.3) commutes with trans-

lations in momentum space by multiples of q [9].

We will concentrate only in the principal resonances q = 1, 2 so we set τ = 2π`,

with ` a positive integer. Substituting it in (2.3) and using the identity exp(−iπn2`) =

exp(−iπn`), being n the eigenvalues of the angular momentum N̂ , we obtain

Ûβ = e−ik cos (θ̂)e−iξN̂ (2.4)

where ξ = π`(2β ± 1)mod(2π) will be taken in [−π, π).

If we choose as initial state the following plane wave of momentum p0 = n0 + β0

ψβ(θ) =
1√
2π
δ(β − β0)e

in0θ, (2.5)

in resonance regime ξ = 0 because it takes the constant value ξ0 = π`(2β0 − 1) with

β0 = 1
2
+ n

`
mod(1), n = 0, 1, . . . ` − 1, that are the resonant values of β. So the time

evolution operator becomes

Ûβ = e−ik cos (θ̂) . (2.6)

We do not need β anymore, so let us neglect it to simplify the notation. If we apply the

operator in the equation (2.6) t times (or a total time t in units of τ) which correspond

to the number of the kicks, we arrive to

Û t = e−ikt cos (θ̂) . (2.7)

At this point, applying (2.7) to a generic initial state leads to

(Û tψβ)(θ) = e−ikt cos (θ̂)ψβ(θ) (2.8)

and therefore the amplitude probability in momentum basis is given by〈
n
∣∣∣Û tψβ

〉
=

∫ 2π

0

dθ√
2π
e−inθ−ikt cos (θ̂)ψβ(θ). (2.9)

Now, substituting (2.5) in (2.9) we get〈
n
∣∣∣Û tψβ

〉
=

∫ 2π

0

dθ√
2π
e−inθ−ikt cos (θ̂) 1√

2π
δ(β − β0)e

in0θ. (2.10)
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Since we are in resonance conditions, β = β0, we can remove the subscript also from ψ.

With this notation we have〈
n
∣∣∣Û tψ

〉
=

1

2π

∫ 2π

0

dθe−i(n−n0)θ−ikt cos (θ̂)

= −inJn−n0(kt) ,

(2.11)

where in the last equality we have used the identity of Bessel function [9.1.21] from [11]

which is

1

2π

∫ α+2π

α

dθeiz cos(θ)e−inθ = inJn(z). (2.12)

Finally the probability distribution in the basis of the momentum states {n}n∈Z is found

by taking the modulus squared of (2.11), that is

P (n, t|n0) = |Jn−n0(kt)|
2 . (2.13)

Figure 2.2 shows an example distribution of the QKR after 30 kicks. The im-

portant observation that we can make from the figure is that the behaviour of the

QKR with resonance conditions is equal to that one of a Continuous-Time Quantum

Walk (CTQW) [see [8], sec. 3.4]. Such observation leads to the first result of this thesis

which is treated in the next chapter.

2.2 Continuous-Time Quantum Walk

Following Portugal’s book, ref [8], we know that for any Hamiltonian H, the evolution

operator is defined as

U(t) = e−iHt . (2.14)

In general, if the initial condition is |ψ(0)〉, the state at time t is

|ψ(t)〉 = U(t) |ψ(0)〉 (2.15)

with probability distribution

pk = |〈k|ψ(t)〉|2 (2.16)
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Figure 2.2: Example distribution in the space of the momentum state of the QKR after

t = 30 kicks and with parameters k = 1.5, n0 = 0.

where |k〉 is the state vector of the computational basis. If we consider the CTQW on

a line, the Hamiltonian is

Hij =


2γ, if i = j;

−γ, if i 6= jand adjacent;

0, if i 6= jand non-adjacent;

(2.17)

therefore

H |n〉 = −γ |n− 1〉+ 2γ |n〉 − γ |n+ 1〉 (2.18)

Now we will prove that the probability distribution at a time t is p(t, n) =
∣∣J|n|(2γt)∣∣2.

This problem is given as unsolved exercise in [8], No. 3.12.

Proof. First of all we will show by induction that matrix H of the CTQW on the line

obeys

H t |0〉 = γt
t∑

n=−t

(−1)n
(

2t

t− n

)
|n〉 . (2.19)
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So let us start from t = 1

H |0〉 = γ

1∑
n=−1

(−1)n
(

2

1− n

)
|n〉 = −γ |−1〉+ 2γ |0〉 − γ |1〉 .

Now assuming that it holds for a generic t, let us prove the relation for t+ 1.

H t+1 |0〉 = HH t |0〉 =H

(
γt

t∑
n=−t

(−1)n
(

2t

t− n

)
|n〉

)
=

=− γ

(
γt

t∑
n=−t

(−1)n
(

2t

t− n

)
|n− 1〉

)

+ 2γ

(
γt

t∑
n=−t

(−1)n
(

2t

t− n

)
|n〉

)

− γ

(
γt

t∑
n=−t

(−1)n
(

2t

t− n

)
|n+ 1〉

)

Now we change the variable k = n − 1 in the first term, k = n in the second and

k = n+ 1 in the third. So we get:

=− γt+1

t−1∑
k=−t−1

(−1)k−1

(
2t

t− k − 1

)
|k〉+ 2γt+1

t∑
k=−t

(−1)k−1

(
2t

t− k

)
|k〉

− γt+1

t+1∑
k=−t+1

(−1)k−1

(
2t

t− k + 1

)
|k〉

The central term can be written as the sum of two equal quantities:

=γt+1

[
−

t−1∑
k=−t−1

(−1)k−1

(
2t

t− k − 1

)
|k〉+

t∑
k=−t

(−1)k
(

2t

t− k

)
|k〉

+
t∑

k=−t

(−1)k
(

2t

t− k

)
|k〉 −

t+1∑
k=−t+1

(−1)k+1

(
2t

t− k + 1

)
|k〉

]

We can change the sign of the first and the last term by taking out (−1)∓1. Then we
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can take some terms out of the summations:

=γt+1

[
t−1∑
k=−t

(−1)k
(

2t

t− k − 1

)
|k〉+ (−1)k

(
2t

t− k − 1

)
|k〉

∣∣∣∣∣
k=−t−1

+

+
t−1∑
k=−t

(−1)k
(

2t

t− k

)
|k〉+ (−1)k

(
2t

t− k

)
|k〉

∣∣∣∣∣
k=t

+

+
t∑

k=−t+1

(−1)k
(

2t

t− k

)
|k〉+ (−1)k

(
2t

t− k

)
|k〉

∣∣∣∣∣
k=−t

+

+
t∑

k=−t+1

(−1)k
(

2t

t− k + 1

)
|k〉+ (−1)k

(
2t

t− k + 1

)
|k〉

∣∣∣∣∣
k=t+1

]
=

Now we can add the first sum with the second one and the third sum with the fourth

one, arriving to

=γt+1

[
t−1∑
k=−t

(−1)k
[(

2t

t− k − 1

)
+

(
2t

t− k

)]
|k〉+ (−1)k

(
2t

t− k − 1

)
|k〉

∣∣∣∣∣
k=−t−1

+

+ (−1)k
(

2t

t− k

)
|k〉

∣∣∣∣∣
k=t

+
t∑

k=−t+1

(−1)k
[(

2t

t− k

)
+

(
2t

t− k + 1

)]
|k〉+

+ (−1)k
(

2t

t− k

)
|k〉

∣∣∣∣∣
k=−t

+ (−1)k
(

2t

t− k + 1

)
|k〉

∣∣∣∣∣
k=t+1

]
=

We can use the following property of binomial coefficient:(
n+ 1

k + 1

)
=

(
n

k + 1

)
+

(
n

k

)
so we get

=γt+1

[
t−1∑
k=−t

(−1)k
(
2t+ 1

t− k

)
|k〉+

t∑
k=−t+1

(−1)k
(

2t+ 1

t− k + 1

)
|k〉+

+ (−1)k
(

2t

t− k − 1

)
|k〉

∣∣∣∣∣
k=−t−1

+ (−1)k
(

2t

t− k

)
|k〉

∣∣∣∣∣
k=t

+

+ (−1)k
(

2t

t− k

)
|k〉

∣∣∣∣∣
k=−t

+ (−1)k
(

2t

t− k + 1

)
|k〉

∣∣∣∣∣
k=t+1

]
.

Thus we can take the terms with k = t and k = −t in the sums because their coefficient

have the same structure, namely, it holds the following:(
2t

t− k

)∣∣∣∣∣
k=t

=

(
2t

0

)
= 1 =

(
2t+ 1

t− k

)∣∣∣∣∣
k=t

=

(
2t+ 1

0

)
(2.20)
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and also (
2t

t− k

)∣∣∣∣∣
k=−t

=

(
2t

2t

)
= 1 =

(
2t+ 1

t− k + 1

)∣∣∣∣∣
k=−t

=

(
2t+ 1

2t+ 1

)
(2.21)

So finally we have:

=γt+1

[
t∑

k=−t

(−1)k
(
2t+ 1

t− k

)
|k〉+

t∑
k=−t

(−1)k
(

2t+ 1

t− k + 1

)
|k〉+

+ (−1)k
(

2t

t− k − 1

)
|k〉

∣∣∣∣∣
k=−t−1

+ (−1)k
(

2t

t− k + 1

)
|k〉

∣∣∣∣∣
k=t+1

]
=

=γt+1

[
t∑

k=−t

(−1)k
[(

2t+ 1

t− k

)
+

(
2t+ 1

t− k + 1

)]
|k〉+

+ (−1)k
(

2t

t− k − 1

)
|k〉

∣∣∣∣∣
k=−t−1

+ (−1)k
(

2t

t− k + 1

)
|k〉

∣∣∣∣∣
k=t+1

]
=

=γt+1

[
t∑

k=−t

(−1)k
(

2t+ 2

t− k + 1

)
|k〉+ (−1)k

(
2t

t− k − 1

)
|k〉

∣∣∣∣∣
k=−t−1

+

+ (−1)k
(

2t

t− k + 1

)
|k〉

∣∣∣∣∣
k=t+1

]
=

=γt+1

t+1∑
k=−t−1

(−1)k
(
2(t+ 1)

t+ 1− k

)
|k〉 = H t+1 |0〉

where in the last equality we have included the extra terms into the sum, for the same

reason explained in (2.20) and (2.21).

Now we have to compute U(t) |0〉. So let us start writing the operator as

U(t) |0〉 = e−iHt |0〉 =
+∞∑
k=0

(−iHt)k

k!
|0〉 =

then we can apply the operator H using the previous result

=
+∞∑
k=0

(−it)k

k!

(
γk

k∑
n=−k

(−1)n
(

2k

k − n

)
|n〉

)
=

at this point the two sums can be exchanged by changing the domain. This step is

showed in figure 2.3 where the red area represents the original domain and the blue

area is the new one. As we can see, the two areas are equal because the straight lines,

n = k and n = −k, split the rectangle in two equal parts. For this reason we can write
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=
+∞∑

n=−∞

+∞∑
k=|n|

(−iγt)k

k!

eiπ|n|=ei(
π
2 +π

2 )|n|︷ ︸︸ ︷
(−1)|n|

(
2k

k − n

)
|n〉

=
+∞∑

n=−∞

ei
π
2
|n|ei

π
2
|n|

+∞∑
k=|n|

(−iγt)k

k!

(
2k

k − n

)
|n〉 =

and using the identity for the Bessel function, to be demonstrated in appendix A,

e−2iγtJ|n|(2γt) = ei
π
2
|n|

∞∑
k=|n|

(−iγt)k

k!

(
2k

k − n

)
(2.22)

we get

=
+∞∑

n=−∞

ei
π
2
|n|−2iγtJ|n|(2γt) |n〉 = |ψ(t)〉

Now, as the last point, we can evaluate the probability distribution of a walker in the

computational basis

P (n, t) = |〈n|U(t) |ψ(0)〉|2 = |〈n|ψ(t)〉|2 =

=

∣∣∣∣∣〈n|
+∞∑

k=−∞

ei
π
2
|k|−2iγtJ|k|(2γt) |k〉

∣∣∣∣∣
2

=

=

∣∣∣∣∣
+∞∑

k=−∞

ei
π
2
|k|−2iγtJ|k|(2γt) 〈n|k〉

∣∣∣∣∣
2

=

=
∣∣eiπ2 |n|−2iγtJ|n|(2γt)

∣∣2 = ∣∣J|n|(2γt)∣∣2
(2.23)
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+∞

+∞

0

−∞

Figure 2.3: Domain of the sums. Horizontal lines represent the new area while the

vertical one the original domain.

We have just proved that the walker’s distribution of a Continuous-Time Quantum

Walk [equation (2.23)] is equal to the one of the QKR at resonance [equation (2.13)].

Therefore we can use QKR in resonance conditions to implement a CTQW. As men-

tioned above, this is the first result of the thesis. In order to distinguish the equations

of the QKR from those of the CTQW, let us add the γ subscript to the second case.

So finally the new notation will be: H,P for the QKR and Hγ, Pγ for the CTQW.



Chapter 3

Superposition of Eigenstates as

Initial State

Since we aim to implement a possible quantum search algorithm, as we will see in the

chapter 4, we need a uniform distribution [8, 12]. So now we are going to extend the

theory of single initial state, to the case where the initial state is given by a linear

combination of three (and in one case, five ) eigenstates.

3.1 Superposition in δ-Kicked Rotor (QKR)

While in section 2.2 we showed a probability distribution for an initial state composed

of the eigenstate with eigenvalue n0 = 0, that is

ψ(0) =



...
0

1

0
...

 , (3.1)

in this section we will explore some cases with initial state given by a superposition of

three eigenstates.

Let us consider a generic initial state whose population is described by coefficients

vector Cn

19
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ψ(0) = N



...
C−2

C−1

C0

C1

C2
...


, (3.2)

where N is the normalization constant and the Cn are complex coefficients of modulus

1 for simplicity. For our purpose, we take only C−1, C0, C1 6= 0 so the new initial state

ψ is

ψ(θ) =
1√
3

1√
2π

(
C−1e

−iθ + C0 + C1e
iθ
)

(3.3)

where we have the three components respectively with n0 = −1, n0 = 0, n0 = 1. Now

we can substitute it in the equation (3.5) getting

〈
n
∣∣∣Û tψ

〉
=

1√
3

∫ 2π

0

dθ

2π
e−inθ−ikt cos (θ̂)

(
C−1e

−iθ + C0 + C1e
iθ
)
. (3.4)

For more readable notation, equation (3.3) can be written as

ψ(θ) =
1√
3

1√
2π

(C−1 |−1〉+ C0 |0〉+ C1 |1〉) . (3.5)

Such notation will be also used in the next section of this chapter.

Solving the integral in the equation (3.4) in the same way we did in section 2.1.1,

we obtain a sum of Bessel functions

〈
n
∣∣∣Û tψ

〉
=

1√
3
[C0Jn(kt) + i (C1Jn−1(kt)− C−1Jn+1(kt))] . (3.6)

Therefore the distribution in the momentum space for general values of the Cn is

P (n, t) =
1

3

{
|C0|2J2

n(kt) + |C1|2J2
n−1(kt) + |C−1|2J2

n+1(kt)+

+ 2<[iC∗
0Jn(kt)(C1Jn−1(kt)− C−1Jn+1(kt))]− 2<[C∗

−1C1Jn−1(kt)Jn+1(kt)]
}
,

(3.7)
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but in our case the coefficients have modulus equal to 1, so finally we arrive to

P (n, t) =
1

3

{
J2
n(kt) + J2

n−1(kt) + J2
n+1(kt) + 2<[iC∗

0Jn(kt)(C1Jn−1(kt)− C−1Jn+1(kt))]+

− 2<[C∗
−1C1Jn−1(kt)Jn+1(kt)]

}
.

(3.8)

This last equation is the general form of the Probability Density Function (PDF) for

an initial state given by a superposition of three eigenstates. In the next section we will

see how this probability distribution changes by choosing different values of Cn.

3.1.1 Numerical Simulations

Numerical simulation of QKR have been performed using Matlab. Mainly we simulated

its evolution for 15 kicks, applying the operator (2.7), which means a Continuous-Time

Quantum Walk (CTQW) of 15 steps. Then we evaluated the probability distribution

and finally we applied the operator
(
Û t
)†

to perform the backward evolution. Figures

3.1, 3.2, 3.3 show some examples of probability distribution obtained with different

choices of the coefficients Cn.

In particular for the first simulation we chose C1 = C−1 = C0 = 1 and Cn = 0

when n 6= ±1, 0. Figure 3.1a shows a lot of interference between neighbour momentum

states, so we have lost the classical shape, with two peaks at the borders, of a CTQW

distribution. We can identify this behaviour also analytically, using the equation (3.8)

that becomes

P (n, t) =
1

3
[J2

n(kt) + (Jn−1(kt)− Jn+1(kt))
2]. (3.9)

Because of the properties of the Bessel functions, the two quadratic terms have a non

negligible contribute during the entire walk. This leads to interference for every mo-

mentum states. This result is the starting point for generating the uniform distribution

that we need for the search. We will explain the detail in the next chapter.

In the case in figure 3.2, rotating the phase of the first or the third state by π, the
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probability is

P (n, t) =
1

3
[J2

n(kt) + (Jn−1(kt) + Jn+1(kt))
2] figures 3.2a,3.2b (3.10)

P (n, t) =
1

3
[J2

n(kt) + (−Jn−1(kt)− Jn+1(kt))
2] figures 3.2c,3.2d. (3.11)

As we can see the two equations are the same and in fact the probability distribution are

equal. We can also notice that the walk is symmetric so the fact that both distributions

have the same behaviour, is quite reasonable.

In the latter example for the superposition of three eigenstates, figure 3.3 shows that

changing the phase by π/2 leads to an asymmetric walk. In fact the two probabilities are

P (n, t) =
1

3
[(Jn(kt) + Jn+1(kt))

2 + J2
n−1(kt)] figures 3.3a,3.3b (3.12)

P (n, t) =
1

3
[(Jn(kt)− Jn−1(kt))

2 + J2
n+1(kt)] figures 3.3c,3.3d (3.13)

that are not equal. Due to the symmetries of the Bessel functions, the left or the right

part is suppressed generating a biased walk.

All this theory can by extended for any number of eigenstates. For instance, with

a superposition of 5 eigenstates, we have

ψ(θ) =
1√
5

1√
2π

(C−2 |−2〉+ C−1 |−1〉+ C0 |0〉+ C1 |1〉+ C2 |2〉) . (3.14)

The procedure to calculate the PDF is exactly the same to the one explained in section

3.1. The only difference is that, in this case, we will have more interferences generated

by neighbour momentum states. Figure 3.4 shows an example distribution with a

superposition of 5 eigenstates. We can distinguish the two peak at the edges but

they are almost half of the peaks in the cases with three eigenstates. This difference

of probability is moved towards the centre where we can see strong interferences the

between momentum states.
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(a)

0

0.1

0.2

0.3

0.4

0.5

(b)

Figure 3.1: PDF vs. momentum eigenstates after 15 kicks (on the left); matrix

of the evolution of the PDF VS time (on the right), for the initial state ψ(0) =(
· · · 0 1 1 1 0 · · ·

)

3.2 Superposition in CTQW

In this section we follow the same approach seen in section 3.1 for the QKR, to extend

the theory of the CTQW in [8] to the case of linear combination of eigenstates. So let

us consider an initial state built with a superposition of three eigenstates

|ψ(0)〉 = 1√
3
(C−1 |−1〉+ C0 |0〉+ C1 |1〉) (3.15)

where we used the prefactors Cn as in the case of the QKR in section 3.1. The evolution

operator is represented by the equation (2.14), therefore

|ψ(t)〉 = U(t) |ψ(0)〉 = e−iHγt

√
3

(C−1 |−1〉+ C0 |0〉+ C1 |1〉)

=
1√
3

+∞∑
k=0

(−iHγt)
k

k!
(C−1 |−1〉+ C0 |0〉+ C1 |1〉)

=
1√
3

+∞∑
k=0

(−it)k

k!

(
C−1H

k
γ |−1〉+ C0H

k
γ |0〉+ C1H

k
γ |1〉

)
(3.16)
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(a)

0

0.05

0.1

0.15

0.2

0.25

0.3

(b)

(c)

0

0.05

0.1

0.15

0.2

0.25

0.3

(d)

Figure 3.2: PDF vs. momentum eigenstates after 15 kicks (on the left); matrix of

the evolution of the PDF VS time (on the right), for the initial state (a)(b) ψ(0) =(
· · · 0 −1 1 1 0 · · ·

)
; (c)(d) ψ(0) =

(
· · · 0 1 1 −1 0 · · ·

)
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(a)

0

0.1

0.2

0.3

0.4

(b)

(c)

0

0.1

0.2

0.3

0.4

(d)

Figure 3.3: PDF vs. momentum eigenstates after 15 kicks (on the left); matrix of

the evolution of the PDF VS time (on the right), for the initial state (a)(b) ψ(0) =(
· · · 0 i 1 1 0 · · ·

)
; (c)(d) ψ(0) =

(
· · · 0 1 1 i 0 · · ·

)
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Figure 3.4: PDF vs. eigenstates after 15 kicks for initial state ψ(0) =(
· · · 0 1 1 1 −1 1 0 · · ·

)
now we can use the definition (2.19) of the operator H t

γ

=
1√
3

+∞∑
k=0

(−it)k

k!

(
C−1γ

k

k∑
n=−k

(−1)k
(

2k

k − n

)
|n− 1〉+

+ C0γ
k

k∑
n=−k

(−1)k
(

2k

k − n

)
|n〉+ C1γ

k

k∑
n=−k

(−1)k
(

2k

k − n

)
|n+ 1〉

)
.

(3.17)

At this point, we can multiply every term and switch the summations as explained in

section 2.2. Thus we get

|ψ(t)〉 = 1√
3

(
C−1

+∞∑
n=−∞

∞∑
k=|n|

(−iγt)k

k!
(−1)|n|

(
2k

k − n

)
|n− 1〉+

+ C0

+∞∑
n=−∞

∞∑
k=|n|

(−iγt)k

k!
(−1)|n|

(
2k

k − n

)
|n〉+

+ C1

+∞∑
n=−∞

∞∑
k=|n|

(−iγt)k

k!
(−1)|n|

(
2k

k − n

)
|n+ 1〉

)
.

(3.18)

Here we can change variable in the first and in the last summation: n′ = n − 1 and

n′ = n + 1. Let us call then n′ = n in order to have a simpler notation. After that,
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Bessel function identity (2.22) is used, obtaining

|ψ(t)〉 = 1√
3

(
C−1

+∞∑
n=−∞

ei
π
2
|n+1|−2iγtJ|n+1|(2γt) |n〉+

+ C0

+∞∑
n=−∞

ei
π
2
|n|−2iγtJ|n|(2γt) |n〉+

+ C1

+∞∑
n=−∞

ei
π
2
|n−1|−2iγtJ|n−1|(2γt) |n〉

)
.

(3.19)

We can rewrite the latter equation as

|ψ(t)〉 = e−2iγt

√
3

∞∑
n=−∞

(
C−1e

iπ
2
|n+1|J|n+1|(2γt)+

+ C0e
iπ
2
|n|J|n|(2γt)+

+ C1e
iπ
2
|n−1|J|n−1|(2γt)

)
|n〉 .

(3.20)

So if we take, for instance, the case for n > 0, then we can evaluate the probability as

in the section 3.2, which is

Pγ(n, t) = |〈n|ψ(t)〉|2 = 1

3

{
J2
n(2γt) + J2

n−1(2γt) + J2
n+1(2γt)+

− 2<[iC∗
0Jn(2γt)(C1Jn−1(2γt)− C−1Jn+1(2γt))]+

− 2<[C∗
−1C1Jn−1(2γt)Jn+1(2γt)]

}
.

(3.21)

This probability is very similar to the equation (3.8) except for a phase of π in the fourth

term. This means that a biased walk will have the opposite direction with respect to

the one in figure 3.3. However we can solve this issue, for instance, by adding a phase

of π to the prefactor C0 or by implementing kicks with a negative strength k = −2γ.

This can be experimentally done in setups with cold atoms as in Ref. [13], for instance,

since in that case k is proportional to the squared Rabi frequency and to the duration

of the kick pulse, which are positive, but inversely proportional to the detuning from

the atomic transition, which can have also negative value instead. For broader initial

states, this generalizes to produce the same evolution as the QKR from the previous

subsection.
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3.3 Extension to general initial state

In this section, we discuss a more general argument for the equivalence between the

QKR and the CTQW described in sec. 2. We first notice that the QKR’s evolution

operator at quantum resonance of equation (2.7) after t kicks can be formally interpreted

as being generated by a Hamiltonian H = k cos θ̂ acting continuously for time t. This

obviously is true only when one looks at the resulting dynamics for integer t, when the

kick occurs. On the basis of momentum eigenstates, the Hamiltonian H has matrix

elements

〈m|H |n〉 =
∫ 2π

0

e−imθ

√
2π

k cos θ
einθ√
2π
dθ

=
k

2π

∫ 2π

0

cos θei(n−m)θdθ

=

k/2 if m = n± 1

0 otherwise
(3.22)

Comparing Eq.s (2.17) and (3.22), we thus see that, if we choose k = 2γ, the following

relation holds for the CTQW Hamiltonian Hγ and the “effective” kick Hamiltonian H:

Hγ = 2γI−H, (3.23)

where I is the identity matrix over the whole walker’s space. Let us know focus on the

probability of being in the n-th momentum eigenstate, given whatever initial state |Ψ0〉

after t kicks of our QKR,

P (n, t) =
∣∣∣〈n| Û t |Ψ0〉

∣∣∣2 = |〈n| e−iHt |Ψ0〉 |2, (3.24)

The probability Pγ(n, t) that the CTQW starting from the same state in the walker’s

space leads to the same momentum eigenstate is then, for γ = k/2 and using Eq.s (3.23)
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and (3.24),

Pγ(n, t) =|〈n| e−iHγt |Ψ0〉 |2

=|〈n| e−i(2γI−H)t |Ψ0〉 |2

=|〈n| e−2iγteiHt |Ψ0〉 |2

=|〈n| eiHt |Ψ0〉 |2

=P (n,−t)

Therefore, choosing γ = k/2 as done in the main text, produces a CTQW with time-

reversed probability distribution with respect to the evolution induced by the QKR,

independently from the initial condition. This is the reason behind the different phase

terms discussed in sec. 3.2, as can be verified by changing t→ −t in Eq. (3.21), which

then leads exactly to Eq. (3.8). If k = −2γ is chosen instead, the two probability

distributions would be equal. In this condition, since the two evolutions are the same,

all the theory related to the CTQW can be applied to the QKR and therefore to a

realistic working system.





Chapter 4

Quantum Search

Searching for an element in an unsorted database is a well known and well studied

problem. If we solve it with classical algorithms, the complexity is of the order of

N , the number of elements. While using quantum algorithms, the complexity can be

reduced to the order of O(
√
N) [12].

Following the algorithm presented in [12] using the δ-Kicked Rotor (QKR) could

be a non trivial task. For this reason, in this chapter we will try to implement a

slightly different idea of quantum search using the QKR. Since we are dealing with

an experimental quantum system, the problem has interest not only from the point of

view of the algorithm, but also from a physical point of view in controlling a realistic

Continuous-Time Quantum Walk (CTQW).

4.1 Searching Problem

Let us consider an unsorted database of N elements, where N = 2m and m is a positive

integer. Suppose that we have a function f with domain {0, . . . , N − 1} and image

f(n) =

1, if n = n0

0, otherwise.
(4.1)

31
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The function returns 1 only for the element n0, that we will call target element or

marked element, and 0 for all the other points. The problem is to find the point in the

domain that has image 1 by calling the function f as many times as we need. Function

f is called oracle or black box.

The general idea is that someone marks an element and we have to find it by querying

the oracle. In quantum mechanics the functions are represented by operators in Hilbert

space, so we need an operator that marks the state n0 that we will find successively.

A famous quantum algorithm for a search is the Grover’s algorithm, ref. chapter 4

in [8] or the original paper in [12]. There is a standard method to construct a unitary

operator that implements a generic function. The quantum computer must have two

registers. The first stores the domain points and the second stores the image points.

Given this, the operator, that we will call Rf , can be described by the following relation

Rf |n〉 |i〉 = |n〉 |i⊕ f(n)〉 (4.2)

where ⊕ is the binary sum or bitwise xor. The standard method is: repeat the value of

x to guarantee reversibility and perform the binary sum of the image of x with the value

of the second register. For any function f , the resulting operator will be unitary. The

first register refers to space of the domain, so it has dimension N . While the second

register refers to the space of the image point that can be 0 or 1, so it has dimension

2. For instance, if the state of the second register is |0〉, the action of Rf is

Rf |x〉 |0〉 =

|n0〉 |1〉 , if n = n0

|n〉 |0〉 , otherwise.
(4.3)

Grover’s algorithm uses another operator, that we will call RD, defined by

RD = (2 |D〉 〈D| − IN)⊗ I2 (4.4)

where IN and I2 are identity matrices respectively of dimension N ×N and 2× 2, ⊗ is

the tensor product and |D〉 is the diagonal state defined as

|D〉 = 1√
N

N−1∑
n=0

|n〉 . (4.5)
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So the the evolution operator that perform one step of the algorithm is

U = RDRf . (4.6)

The algorithm states that if we apply the operator U recursively bπ
4

√
Nc times, when

we measure the first register, we will find x0 with probability 1− 1
N

[8].

4.2 Search algorithm using QKR

In the most of search algorithms, the initial state is the state |D〉, defined in the equation

(4.5), which is the superposition of all the eigenstates of the system. However if we

want to use the Grover’s algorithm with the QKR we should modify the Hamiltonian

in order to implement the operator U in the equation (4.6) and it could not be an easy

process. Therefore in this section we will try a different approach to search an element

in an unsorted database.

The idea of searching an element using QKR, is to mark a state after applying the

operator U t times, and then to go back with U † applied t times as well. As seen

in the section 3.1.1, we use 15 kicks for the forward evolution and other 15 kicks for

the backward. Therefore, to realize a search with the QKR, we should have uniform

distribution after 15 kicks. However this is not possible because of the oscillations

generated by the evolution of the system, which is described by the Hamiltonian in the

equation (2.1). The closest distribution to the uniform one that we can achieve, can be

found numerically and it is shown in figure 4.1a. For the purpose, we defined an error

function err

err(C) =

N/2∑
n=−N/2

|P (n, t,C)− u(n)|2 , (4.7)

where N is the width of the distribution in terms of the number of the eigenstates,

C = {C−1, C0, C1} is the vector of the initial coefficients, P (n, t) is the probability dis-

tribution as in the equation (3.8) with t = 15, u(n) is an uniform distribution, constant

over an interval of width N . Given this, we found the coefficients C1, C−1, C0 such that



34 CHAPTER 4. QUANTUM SEARCH

(a) (b)

Figure 4.1: (a) Probability Density Function (PDF) vs. momentum eigenstates after

15 kicks for initial state centred around 0 ψ(0) =
(
· · · 0, 0.48, 0.73, 0.48, 0 · · ·

)
(solid

line); (b) PDF vs. momentum eigenstates after 15 kicks for initial state centred around

0 ψ(0) =
(
· · · 0, 0.229, 0.669, 0.669, 0.229, 0 · · ·

)
(solid line). Both the distribution are

compared with the flat one (dashed line) used for the optimization.

err is minimum and we obtained C−1 = 0.48, C0 = 0.73, C1 = 0.48. Alternatively we

can also use the initial state with four coefficients, obtaining the result in figure 4.1b.

We can achieve a more flat distribution even though the width is the same of the case

with three coefficients.

After 15 kicks we mark an element that, as example, we choose N
2
+5. The marking

operation consists in adding a phase of π to the state that we want to find and leaving

the others unchanged. So the operator will be diagonal with all 1’s except for the

column N
2
+ 5, in which the phase factor is applied. In formula we have

P =



1 0 · · · 0 · · · 0

0 1 · · · 0 · · · 0
... ... . . . ... ... ...
0 0 · · · eiπ · · · 0
... ... · · · ... . . . ...
0 0 · · · 0 · · · 1


. (4.8)

Figure 4.2b shows the marking moment which is at t = 15. From that point on,
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a new walk is created starting from the marked state. This walk presents the same

characteristics of the one in figure 3.2a which has the two peaks at the edges. In

fact, in the figure 4.2a we can see part of the initial state in the middle and two little

peaks at the borders. Our goal is to study the walk generated by the marked state, so

we would like to eliminate the central peak namely the initial state. This operation is

not so simple because, experimentally, it is difficult to suppress only some momentum

eigenstates while keeping the evolution of the rest coherent. However one could try

to adapt Raman transitions to eliminate a specific momentum class by changing the

internal state of the atoms [14]. If this were possible, the result will be very similar to

the one in figure 4.4a. In particular the figure shows that, without the interference of

the initial state, only the walk generated by the marked state is propagated.

Instead of directly suppressing the initial state, which can be difficult due to the ex-

perimental limits, another possibility could be the numerical processing after measuring

the state of the system. Since we know the initial distribution, the idea in this case is

to subtract the PDF of the initial state from the distribution that we get after 30 kicks,

which is the one in figure 4.2a. The subtraction between those PDFs will generate nega-

tive values of probability. However we can plot only the points with probability greater

than 0 and set the others to 0. Figure 4.4b shows the resulting distribution which is

equal to the one in figure 4.4a. This equality between the distributions obtained with

two different approaches, may be a further indication on the correctness of the result.

Various experiments on QKR have been realized with different techniques, such as us-

ing cold atoms [15, 16] or, more recently, Bose Einstein Condensate (BEC) [17, 18]. In

both cases scientists used optical signal as information medium. For this reason it is

important to have the quantity called Signal-to-Noise ratio (SNR), which is the ratio

between the power of the signal and the power on the noise, as high as possible in order

to obtain an high quality signal. Comparing the SNRs between experiments with cold

atoms and those with BEC, it turns out that the first kind of experiments has worse

SNR than the second.

At this point in order to find the marked state, we can notice that the walk generated
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by the marked state is exactly centred around it. Given this, we can adopt two different

strategies to recover the marked element from the probability distribution of the walk.

Hence, the probabilities in the peaks of interest, must be sufficiently above the SNR,

in order to distinguish them from the usually dominating centre in the protocol.

Method 1 The first strategy exploits the position of the two highest peaks. If we

consider the figure 4.4a we can read the position corresponding to the two peaks and

find the value of the state n0 by

n0 = n` +
nr − nl

2
, (4.9)

where n` and nr are the eigenvalues corresponding to the left and the right peak re-

spectively. In the our case we have n` = −15, nr = 25 so n0 = −15+ 40
2
= 5 as expected.

Sometimes it can happen that one peak is cut off when we remove the initial state.

This problem occurs if the marked state is at the boundary of the distribution, for

instance n0 = 20, as figure 4.3a shows. Only for this simulation, in order to visualize

the entire walk, we needed to enlarge the momentum space from 64 to 128 eigenvalues.

In this case, to find the marked state, we can exploit the fact that the distribution

is completely symmetric and it has a constant width once the parameters k and t are

set. The width that we consider is the distance between the two highest peaks. In

particular for the values of k and t that we chose, the width is 40. So given that

the position of the visible peak is nr = 40, the suppressed peak would be at the state

n` = 0. At this point we can evaluate the value of the state n0 using the equation (4.9).

The result is 20, as expected.

Alternatively we can use this approach to directly evaluate the position n0, even if

we have both the peaks, just by using one of them. If we choose the right peak we get

n0 = nr −
d

2
, (4.10)

where d is the distance between the peaks. In the last example that we considered,

nr = 40, d = 40 then n0 = 20. Otherwise if we choose the left peak, we have to sum
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the half of the width

n0 = n` +
d

2
. (4.11)

Thus we have n` = 0, d = 40 and then n0 = 20.

Method 2 Another way to find the marked state can be followed. If we apply again

15 kicks with the operator U defined in the equation (2.7), the walk converges to the

marked state. The result is shown in figure 4.5. However this method can be performed

only if we are able to eliminate the initial state after 30 kicks. In fact if we can do

so, the PDF at t = 45 is a peak centred on the state that we were searching, as figure

4.5a shows. While if we can not remove the initial state, after 45 kicks we will have

interference between the distribution in figure 4.1a and the one in figure 4.5a, and we

will not be able to recover the target element so easily.

Even using this method we can run across the problem seen in the method 1.

However, as figure 4.3b shows, we can still recover the marked state after 45 kicks.

The signal in this case is very low, so it important, as discussed above, to have a

value of SNR sufficiently large in order to distinguish the peak from the noise.

(a)

0

0.1

0.2

0.3

0.4

0.5

(b)

Figure 4.2: (a) Distribution vs. momentum at t = 30; (b) Forward evolution of the only

initial distribution for 15 kicks and backward evolution with also the marked element
N
2
+ 5
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(a)

0

0.1

0.2

0.3

0.4

0.5

(b)

Figure 4.3: (a) Probability distribution vs. momentum after 30 kicks for the marked

state n0 = 20; (b) Same as the figure 4.2b for the first 30 kicks then other 15 forward

kicks are applied to let the walk converges to the marked element.

(a) (b)

Figure 4.4: (a) Probability distribution vs. momentum after 30 kicks obtained if it

were possible to remove the initial state with the Raman transition; (b) Probability

distribution vs. momentum after 30 kicks obtained from the difference between the

distribution in figure 4.2a and the initial one.
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(a)

0

0.1

0.2

0.3

0.4

0.5

(b)

Figure 4.5: (a) Distribution vs. momentum after t = 45 kicks; (b) Same as the figure

4.2b for the first 30 kicks then other forward 15 kicks are applied to let the walk

converges to the marked element.

4.2.1 Performance

The width of the distribution of the walk changes according to the parameters k and

t. So it is natural to ask what the expected distance is from the origin induced by the

probability distribution. It is important to determine how far away from the origin we

can find the particle as time, or kicks, goes on. The expected distance is a statistical

quantity that captures this idea and is equal to the position standard deviation when the

probability distribution is symmetrical. The Standard Deviation (STD) σ(t) is defined

as

σ(t) =
√
〈n2〉 − 〈n〉2 , (4.12)

where 〈n2〉 is the mean square value and 〈n〉 is the expected position.

Since the distribution is symmetrical, we know that the expected position is

〈n〉 =
∞∑

n=−∞

n p(n, t) = 0 , (4.13)
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where p(n, t) is the walker’s distribution. Given this, the equation (4.12) becomes

σ(t) =

√√√√ ∞∑
n=−∞

n2 p(n, t) . (4.14)

In the case of quantum walk, in particular of the QKR, the symmetric probability

distribution of the momentum eigenstates expands ballistically around its initial value.

This means that the STD is proportional to the number of kicks [19,20]. The classical

random walk, instead, has a probability distribution which is approximately Gaussian

and it is defined as follows [8]

p(n, t) ' 2√
2πt

e−
n2

2t . (4.15)

Figure 4.6a shows a comparison between the STD of the CTQW (solid line) and the

one of a classical random walk (dashed line). The first one is obtained using the walker’s

distribution generated by a single initial state [equation (2.13)], while the second is

obtained from the equation (4.15). Both the standard deviations have been evaluated

considering values of t from 1 to 100. As we can see from the figure, the STD of the

CTQW is linear and proportional to the number of the kicks t. More precisely we can

evaluate the slope of the straight line, obtaining σ(t) = 0.93 t. The STD of the classical

random walk, instead, is proportional to the
√
t, so the expansion is slower than the

one of the CTQW.

Figure 4.6b shows, instead, the comparison between the STD of the distribution,

that we use for the search, obtained from the minimization of the error function ex-

plained in the section 4.2, and the STD of the classical random walk. From the figure

we can notice that the behaviour of the functions is the same of the one in the figure

4.6a. The only difference is that this simulation stopped at t = 15 which is the time of

the maximum extension of the distribution that we use for the search.

At this point, if we consider the number of kicks as defining the complexity of

the algorithm, we can say that the CTQW has a quadratic gain with respect to the

classical random walk. This means that, in order to reach a state far away from the
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(a) (b)

Figure 4.6: STD of CTQW generated by the QKR (solid line) and STD of classical

random walk (dashed line), for the distribution in the equation (2.13) with t ∈ [1, 100]

(a), and the one in the equation (3.8) with t ∈ [1, 15](b). In both the figures, equation

(4.15) has been used for the STD of classical random walk.

starting point using the CTQW of the QKR, we need a number of steps smaller than

the classical random walk.

Since k is an optimal value for the experiments, we could only improve the perfor-

mance increasing the number of kicks. However, if we increase too much the value of

t, the distribution will spread and overall take on very small values. Consequently

we could not be able to manage the signal anymore due to the experimental noise.

Therefore we need to find a trade-off value of t that allows to improve the performance

without losing too much of the signal in a realistic experiment.





Chapter 5

Conclusions and future

developments

5.1 Conclusions

We have seen that a quantum system used in the Chaos Theory, that is the δ-Kicked

Rotor (QKR) in resonance conditions, has the evolution which is completely identical

to the one of the Continuous-Time Quantum Walk (CTQW). In particular we have

shown analytically that, for the case of a single initial state, the probability distribution

of the momentum eigenstates of the QKR correspond to the distribution of a walker in

the CTQW. Since the aim of the work was to find a possible quantum search protocol,

we have extended the result of the chapter 2 to the case of an initial state obtained

from the superposition of three momentum eigenstates. What we obtained were three

different distributions according to the values of the coefficients used for building the

linear combination of the initial state. In detail we have seen that we can control the

bias of the walk simply by rotating the coefficients C1 or C−1, in the equation (3.3), by

a phase of π/2. All the results were supported by the theoretical analysis that perfectly

corresponds with the numerical simulations. Moreover we have used the same approach

to extend the theory of CTQW according to the definition of Portugal’s book. From

43
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the latter result, we have seen that the walker’s distribution of the CTQW for three

states differ by a phase of π from the momentum distribution of QKR. This issue can

be solved by rotating the coefficient C0 by π or by using negative kick strength for the

QKR [13]. We also argued in sec. 3.3 that our results extend to arbitrary initial states.

In the fourth and last chapter, we have implemented a protocol for the quantum

walk using the experimental CTQW. First of all we have numerically evaluated the

optimally broad (closest to uniform) distribution that can be obtained with the linear

combination of three eigenstates after 15 kicks. From such numerical optimization we

obtained the distribution in figure 4.1a in the momentum space. As second step we

marked a state, according to the theory of the Grover’s algorithm for quantum search,

by rotating its phase by π. We noticed that the marked element created a walk starting

from the marked position. Therefore our aim was to recover the state that we would to

find. For the purpose we proposed two methods: the first numerically, by evaluating the

position of the peaks and applying the formula (4.9); the second consists in applying

further 15 kicks with the operator in the equation (2.7). However both the methods

are constraint to the suppression of the initial state. If we cannot ”remove” the initial

state in some way, we cannot apply either of the two methods. Even for this issue, two

solutions have been presented. The first approach can be done directly in the experiment

and uses the Raman transitions to remove the initial state. The second, instead, is a

numerical approach and consists in subtracting the distribution obtained after 15 kicks

with the initial one. Both the alternatives can be followed but we have to deal with

the experimental problems to guarantee the detection of the wanted smallest peaks.

Nevertheless, recent experiments with BEC have shown better signal with respect to

the old ones [17, 18].

Finally the comparison of the performance of the classical and the quantum walk

is made. The complexity of the algorithms has been evaluated in terms of the number

of applied kicks. The benchmark that we chose is the standard deviation that define

the width of the distribution. From the results we have seen that the quantum walk

has a quadratic gain with respect to the classical one. Further improvement of the
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performance can be done only by increasing the number of kicks but we still need to

pay attention to the experimental noise.

5.2 Future developments

Future works can be realised in order to build more efficient experimental CTQW. In

this thesis we have implemented a CTQW on a line, therefore a quite natural improve-

ment could be the implementation of a multidimensional quantum walk. One of the

advantages of this new approach is the fact that we can cover more than two eigen-

states for each kick. For instance, if we consider an infinite bidimensional lattice, every

state is connected to other four states. Therefore at each step the particle will be split

into four parts.

During the thesis, for a short time, I also worked on Discrete-Time Quantum Walk

(DTQW) still realized with the QKR [21]. Such a discrete variant is quite different

from the continuous analogous. In fact its evolution is described by two operators:

U = SC, where the S represents the shift and C is the coin [8]. However its probability

distribution still presents two peaks at the edges, so the performance are very similar to

the continuous case. The power of this type of walk, is that we can try to implement new

algorithms, such as the original Grover’s algorithm, changing only the coin operator.

More about this topic, can be found in [8].

Further analysis on the behaviour of the CTQW can be done. For instance the

recurrence probability can be evaluated. For instance, if the initial state is the state |0〉,

the recurrence probability is the probability that the walker returns to the original state

at time t. In the case of the QKR, we can expect that such probability corresponds to

p(0, t) = J2
0 (kt) ∼

2

πkt
cos2(kt− 1

4
π). The asymptotic approximation is taken from the

equation 9.2.1 of [11].





Appendix A

Bessel identity check

Let us consider the case n > 0 so the goal is to show that

e−2iγtJn(2γt) = e
iπn
2

∞∑
k=n

(−iγt)k

k!

(
2k

k − n

)
. (A.1)

By changing index k to ` = k − n we obtain

e−2iγtJn(2γt)

e
iπn
2

=
∞∑
`=0

(−iγt)`

`!

(
2(`+ n)

`

)
`!

(`+ n)!
(−iγt)n. (A.2)

Now let us change t to t′ = −iγt, so we have

e2t
′
Jn(2it

′)

t′ne
iπn
2

=
∞∑
`=0

(
2(`+ n)

`

)
`!

(`+ n)!

t′`

`!
(A.3)

The right part is the Taylor expansion of the left term, so now the goal is to show that

e−
iπn
2

d`

dt′`

(
e2t

′
Jn(2it

′)

t′n

) ∣∣∣∣
t′=0

=
`!

(`+ n)!

(
2(`+ n)

`

)
(A.4)

using the well known expression of the Bessel function

Jn(2it
′) =

∞∑
m=0

(−1)m

m!(m+ n)!
(it′)2m+n (A.5)

and the Taylor expansion of the exponential function

e2t
′
=

∞∑
p=0

(2t′)p

p!
. (A.6)
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Thus we get

e−iπ
2
n d`

dt′`

(
1

t′n

∞∑
p=0

2pt′p

p!

∞∑
m=0

(−1)mi2m+n

m!(m+ n)!
t′nt′2n

)∣∣∣∣
t′=0

=
∞∑

m,p=0

(−1)mi2m+n

m!(m+ n)!

2p

p!

d`

dt′`
(
t′2m+p

)
e−iπ

2
n
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t′=0

(A.7)

Since we are going to take t′ = 0, the only terms we have to consider are those such

that 2m+ p = `. Then

d`

dt′`
(
t′2m+p

) ∣∣∣∣
t′=0

= `! and 2m+ p = ` (A.8)

Finally we have

e−iπ
2
n d`

dt′`

(
e2t

′
Jn(2it

′)

t′n

) ∣∣∣∣
t′=0

=
∞∑

m=0

(−1)mi2m+n2`−2m`!

m!(m+ n)!(`− 2m)!
e−iπ

2
n (A.9)

= `!

b `
2
c∑

m=0

2`−2m

m!(m+ n)!(`− 2m)!
(A.10)

where we have used the fact that (−1)mi2m+ne−iπ
2
n = 1 and m must be at most b `

2
c,

being b·c the floor function, because the argument of the factorial must be greater or

equal to 0. Thus

e−iπ
2
n d`

dt′`

(
e2t

′
Jn(2it

′)

t′n

) ∣∣∣∣
t′=0

=
`!

(n+ `)!

b `
2
c∑

m=0

(
n+ `

m

)(
n+ `−m

`− 2m

)
2`−2m (A.11)

=
`!

(n+ `)!

(
2(n+ `)

`

)
. (A.12)

The right term of this last equation is equal to the right term of the equation A.4. In

the last step we have used the identity that we will prove in the following section.

A.1 Modified Vandermonde’s identity

In the equation A.10 we have used a modified version of Vandermonde’s identity:
b `
2
c∑

m=0

(
n

m

)(
n−m

`− 2m

)
2`−2m =

(
2n

`

)
. (A.13)

It can be proven in many ways, but we will show the combinatorial one.
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Proof. The right part is quite intuitive since it represents the number of subsets of size

` in a set of 2n elements.

Now I will show a different way to count the subsets of size ` which correspond to

the left hand side. So let us consider the binary sets defined as Ai = {2i − 1, 2i} for

i = 1, 2, . . . , n such that we can partition the entire set of size 2n, {1, 2, . . . , 2n}. Now,

let us define S as the set of subsets of size ` from the set {1, 2, . . . , 2n}({1, 2, . . . , ` −

1, `}; {1, 2, . . . , `− 1, `+1}; . . . ). We can build any set in S by choosing first m sets Ai

from the n for which |S ∩Ai| = 2. This choice can be done in
(
n
m

)
possible ways. Then

fixed the Ai, we choose `− 2m sets from the remaining n−m, for which |S ∩ Ai| = 1

and we have
(
n−m
`−2m

)
ways to perform the choice. Moreover, for this last choice, we

have other 2`−2m possible combinations since we are using sets of two elements. Now

summing over all the possible values of m, we get the total number of the subsets of

size `.

Example. Let consider a set of 6 elements {1, 2, 3, 4, 5, 6}, so n = 3, and suppose to

have ` = 3. There are
(
2n
`

)
=
(
6
3

)
= 20 subsets of size 3.

Alternatively let us consider the subsets S = {1, 2, 3}, {1, 2, 4}, {1, 2, 5} . . . . To build

any set in S we choose first the set of i such that |S ∩Ai| = 2 (i.e. |S ∩A1| = |{1, 2}| =

2, |S ∩ A2| = |{3, 4}| = 2, |S ∩ A3| = |{5, 6}| = 2) which can be done in
(
3
1

)
= 3 ways.

Then, fixed the Ai, we choose from the remaining Ai’s, those such that |S ∩ Ai| = 1

(e.g. fixed A1, we can choose A2 or A3 in order to have |S ∩ A2| = |{3}| = 1 or

|S ∩A2| = |{4}| = 1 or |S ∩A3| = |{5}| = 1 . . . ). This last choice can be done in 2`−2m

possible ways since we are using an alphabet of 2 elements. In terms of sets Ai we have:

A1A
+
2 , A1A

−
2 , A

−
1 A

−
2 A

−
3 , A

−
1 A

−
2 A

+
3 , . . . , where A±

i means the even or odd element in Ai.

So in the sum, the first binomial takes into account the number of intersection, with

the set S, with 2 elements, the second binomial represents the number of intersection

with 1 element and 2`−2m takes into account the parity of the set Ai. In formula:

1∑
m=0

(
3

m

)(
3−m

3− 2m

)
23−2m =

(
3

0

)(
3

3

)
23 +

(
3

1

)(
2

1

)
21 = 8 + 12 = 20.
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